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Abstract

The Speech Distortion Weighted Multichannel Wiener Filter (SDW-MWF) is a promising multi-microphone noise reduction technique, in particular for hearing aid applications. Its benefit over other single and multi-microphone techniques has been shown in several previous contributions, theoretically as well as experimentally. In theoretical studies, it is usually assumed that there is a single target speech source. The filter can then be decomposed into a conceptually interesting structure, i.e. into a spatial filter (related to other known techniques) and a single-channel postfilter, which then also allows for a performance analysis. Unfortunately, it is not straightforward to make a robust practical implementation based on this decomposition. Instead, a general SDW-MWF implementation, which only requires a (relatively easy) estimation of speech and noise correlation matrices, is mostly used in practice. This paper features a theoretical study and experimental validation on a binaural hearing aid setup of this standard SDW-MWF implementation, where the effect of estimation errors in the second order statistics is analyzed. In this case, and for a single target speech source, the standard SDW-MWF implementation is found not to behave as predicted theoretically. Second, two recently introduced alternative filters, namely the rank-one SDW-MWF and the spatial prediction SDW-MWF, are also studied in the presence of estimation errors in the second order statistics. These filters implicitly assume a single target speech source, but still only rely on the speech and noise correlation matrices. It is proven theoretically and illustrated through experiments that these alternative SDW-MWF implementations behave close to the theoretical optimum, and hence outperform the standard SDW-MWF implementation.
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I. INTRODUCTION

A major problem for hearing aid users is the degradation of their speech understanding in a noisy environment. Sensorineural hearing loss is most often accompanied by a loss of spectral and temporal resolution in the auditory processing, which results in a SNR loss of about 4-10 dB [1], [2]. Noise reduction in hearing aids has therefore been an active area of research for several years. Besides hearing aids, noise reduction also has many other applications such as hands-free communications and teleconferencing.

The first noise reduction techniques applied in hearing aids were single-microphone techniques [3]. Although these techniques may improve the SNR, this comes at the price of a high speech distortion [4]. Maybe as a consequence, single-microphone noise reduction techniques do not seem to increase speech
intelligibility significantly [1], [5]. The noise reduction does increase the overall listening comfort, so that hearing aid users generally find single-microphone noise reduction useful [5]. Single-microphone noise reduction is therefore usually included as a postfiltering stage.

In order to achieve the initial goal of increasing the speech intelligibility, hearing aids are fitted with multiple microphones, so that spatial information can be utilized in addition to temporal and spectral information to reduce the noise. Theoretically, a SNR improvement can then be achieved without distorting the target speech signal [4]. In practice, a speech intelligibility improvement can indeed be obtained [1], unlike with single-microphone techniques.

A popular multi-microphone noise reduction technique is the linearly constrained minimum variance (LCMV) beamformer. The LCMV minimizes the output power while imposing linear constraints on the beamformer response towards a target direction. The problem can be transformed into an easier unconstrained optimization problem by using the Generalized Sidelobe Canceller (GSC) technique [6]. The initial approach assumed freefield propagation, but this was extended into arbitrary transfer functions in the Transfer Function GSC (TF-GSC) technique [7]. For hearing aid applications, the GSC technique may be viewed as the current state of the art, and it leads to a significant benefit in certain scenarios [8]. However, it relies on a priori knowledge or assumptions about the target signal location and microphone characteristics. These assumptions are usually violated in practice so that performance may degrade significantly [9].

A different class of multi-microphone noise reduction techniques is based on Multichannel Wiener Filtering (MWF) [10]–[12], which is basically a generalization of single-channel procedures [3], [13]. The MWF produces a minimum-mean-square-error (MMSE) estimate of the speech component in a reference microphone signal, by exploiting speech and noise correlation matrices. To provide an explicit tradeoff between speech distortion and noise reduction, the Speech Distortion Weighted Multichannel Wiener Filter (SDW-MWF) was also proposed in [10]–[12]. This extension is equivalent to applying additional single-channel noise reduction to the spatial filter output, which, as already mentioned, is generally considered useful by hearing aid users. As the SDW-MWF does not require a priori knowledge or assumptions about the target signal location and microphone characteristics unlike the GSC, it is expected to be more robust, which was indeed demonstrated in [9]. A frequency-domain adaptive implementation of the SDW-MWF was also proposed in [12]. This approach is computationally advantageous as every frequency bin can be processed separately. The SDW-MWF thus offers a robust and computationally efficient alternative to the GSC.

In the near-future, the number of microphone signals available in a hearing aid will increase as a
wireless link will allow for exchanging signals between a left and a right hearing aid [1]. Recent research work was therefore focused on noise reduction techniques for such binaural hearing aids [14]–[26]. The noise reduction should then also preserve the so-called binaural cues, which are used by the human brain to localize sounds [27]. Correct sound localization (of both speech and noise sources) is an important goal by itself, but can also further improve speech intelligibility [28]. In the context of binaural hearing aids, it was shown that the SDW-MWF can be extended so that both the speech and the noise binaural cues can be preserved [29], [24], [26]. Hence, the SDW-MWF also offers a valuable approach to binaural noise reduction.

The SDW-MWF and its related filters have been thoroughly studied in previous theoretical work (for example [4], [29]–[33]). In the analysis, it is often assumed that there is a single target speech source. As a consequence, the frequency-domain speech correlation matrices are rank-one matrices. A closed-form expression for the SDW-MWF can then be found, which explicitly depends on the speech power and steering vector [29]. Using this closed-form expression, the SDW-MWF can be related to the TF-GSC [7], i.e. the SDW-MWF is equivalent to the TF-GSC followed by a single-channel spectral postfilter [30]. Recent theoretical contributions provide alternative closed-form expressions (still assuming a single target source) for the TF-GSC [32] or more generally for the SDW-MWF [33], that are also structured as a spatial filter followed by a single-channel postfilter. These expressions do not depend explicitly on the speech power and steering vector, but only make use of the speech and noise second order statistics. Using these expressions, the trade-off between speech distortion and noise reduction was quantified in [33], in analogy to the single-channel case [4].

The decomposition into a spatial filter and spectral postfilter is conceptually interesting, as for example, the spatial filter and postfilter can then be updated at different rates, or extended independently with other features. Unfortunately the closed-form expression proposed in [29] does not allow for a practical implementation as the speech power and steering vector would have to be calibrated or somehow estimated. Alternatively, the SDW-MWF could be implemented as a TF-GSC followed by a single-channel Wiener postfilter [34], but such implementations would then suffer from the robustness issues of the GSC [9]. The standard SDW-MWF implementation is based on the general SDW-MWF expression as in [10]–[12]. As it does not assume a single target speech source, the filter is not in a decomposed structure. As a result, the implementation only requires estimation of the speech and noise correlation matrices. However, as the closed-form expressions in [33] also only depend on the speech and noise correlation matrices, a robust implementation can be derived which is similar to the standard SDW-MWF implementation, but then structured as a spatial filter and a spectral postfilter.
In this paper the performance of the standard SDW-MWF implementation and two implementations based on the closed-form expressions in [33] is studied theoretically and through experiments on a binaural hearing aid setup. The effect of estimation errors in the second order statistics is included in the theoretical analysis as well as in the experiments. It is shown that the filter implementations behave differently in the presence of these estimation errors.

For a single target source, it is proven that the standard SDW-MWF implementation does not behave as predicted theoretically. In particular, when estimation errors are present in the speech correlation matrix, the single-frequency SNR improvement (obtained by spatial filtering) is shown to be dependent on the so-called speech distortion parameter, in contrast to the theoretical performance. Moreover, the intelligibility improvement is smaller than expected, especially when a small speech distortion parameter value is chosen.

The performance of the two alternative SDW-MWF implementations, which assume a single target speech source and are structured as a spatial filter followed by a single-channel postfilter, is also studied. The alternative SDW-MWF’s are referred to as the rank one SDW-MWF (R1-MWF), which is based on the filter in [33], and the Spatial Prediction SDW-MWF (SP-MWF), which is an extension of the filter in [35], [36]. It will be shown that these implementations perform close to the optimal (theoretical) performance, and moreover, that they outperform the standard SDW-MWF implementation. In particular, in order to obtain a similar amount of noise reduction, the standard SDW-MWF implementation introduces more speech distortion than the R1-MWF and SP-MWF implementations. A simulation on scenarios with more than one target source, where the rank-one assumption is violated, is also performed. The R1-MWF and SP-MWF implementations still obtain a large SNR improvement compared to the standard SDW-MWF implementation, but they introduce different distortions. It is shown that the R1-MWF implementation attenuates the dominant sources, while the SP-MWF implementation tries to preserve the dominant sources. The SP-MWF implementation therefore introduces the least overall distortion.

The remainder of the paper is organized as follows. In section II, the notation and noise reduction configuration is introduced. The SDW-MWF is briefly reviewed and the alternative SDW-MWF’s (R1-MWF and SP-MWF) are also described. In section III, theoretical expressions are derived for the three implementations, where estimation errors in the second order statistics are taken into account. These expressions are used in section IV to obtain expressions for the output SNR’s of the different filter implementations. The theoretical results are validated by experiments in section V, both for a single target speech source scenario as for a more general scenario. Finally, overall conclusions are drawn in section VI.
II. CONFIGURATION, NOTATION AND REVIEW OF MULTICHANNEL WIENER FILTER

A. SDW-MWF

We consider a microphone array consisting of \( N \) microphones. The \( n \)th microphone signal \( Y_n(\omega) \) can be specified in the frequency domain as

\[
Y_n(\omega) = X_n(\omega) + V_n(\omega), \quad n = 1 \ldots N,
\]

where \( X_n(\omega) \) represents the target speech component and \( V_n(\omega) \) represents the noise component in the \( n \)th microphone. For conciseness, we will omit the frequency variable \( \omega \) from now on. The signals \( Y_n, X_n \) and \( V_n \) are stacked in the \( N \)-dimensional vectors \( y, x \) and \( v \), with \( y = x + v \). One of the microphone signals is used as the so-called reference microphone signal for the noise reduction algorithms. The reference microphone signal is denoted as \( Y_{\text{ref}} \) and is then equal to \( Y_{\text{ref}} = e_{\text{ref}}^H y \), where \( e_{\text{ref}} = [0 \ldots 0 1 0 \ldots 0]^T \) is an \( N \)-dimensional vector where the entry corresponding to the reference microphone is equal to one. The reference microphone signal can also be written as a sum of a speech and noise component, i.e. \( Y_{\text{ref}} = X_{\text{ref}} + V_{\text{ref}} \). The correlation matrix \( R_y \), the speech correlation matrix \( R_x \) and the noise correlation matrix \( R_v \) are defined as

\[
R_y = \mathcal{E}\{yy^H\}, \quad R_x = \mathcal{E}\{xx^H\}, \quad R_v = \mathcal{E}\{vv^H\}.
\]

where \( \mathcal{E} \) denotes the expected value operator. Assuming that the speech and the noise components are uncorrelated, we have \( R_y = R_x + R_v \). The noise reduction algorithms considered here are based on a linear filtering of the microphone signals by a filter \( w \) so that an output signal \( Z \) is obtained as \( Z = w^H y \).

The Multichannel Wiener Filter (MWF) produces a minimum-mean-square-error (MMSE) estimate of the speech component in the reference microphone, hence simultaneously reducing noise and limiting speech distortion. To provide a more explicit tradeoff between speech distortion and noise reduction, the Speech Distortion Weighted Multichannel Wiener Filter (SDW-MWF) has been proposed, which minimizes a weighted sum of the residual noise energy and the speech distortion energy [10]–[12]. The SDW-MWF\(^1\) cost function is equal to:

\[
J_{\text{MWF}} = \mathcal{E}\left\{\left| X_{\text{ref}} - w^H x \right|^2 \right\} + \mu \mathcal{E}\left\{\left| w^H v \right|^2 \right\}.
\]

The trade-off parameter \( \mu \) allows putting more emphasis on noise reduction, at the cost of a higher speech distortion. We will therefore refer to \( \mu \) as the speech distortion parameter. The MMSE estimator

\(^1\)For conciseness, SDW-MWF is abbreviated to MWF when used as a subscript.
is obtained for $\mu = 1$. The SDW-MWF which minimizes (3) is given by the following expression:

$$w_{\text{MWF}} = (R_x + \mu R_v)^{-1} R_x e_{\text{ref}}$$  \hfill (4)

The narrowband (single-frequency) input SNR is defined as the power ratio of the speech and noise component in the reference microphone signal, i.e.

$$\text{SNR}_{\text{in}} = \frac{\mathbb{E}\{|X_{\text{ref}}|^2\}}{\mathbb{E}\{|V_{\text{ref}}|^2\}} = \frac{e_{\text{ref}}^H R_x e_{\text{ref}}}{e_{\text{ref}}^H R_v e_{\text{ref}}},$$  \hfill (5)

and the narrowband (single frequency) output SNR is defined as the power ratio of the speech and noise component in the output signal, i.e.

$$\text{SNR}_{\text{out}} = \frac{\mathbb{E}\{|Z_x|^2\}}{\mathbb{E}\{|Z_v|^2\}} = \frac{w^H R_x w}{w^H R_v w}.$$  \hfill (6)

The (single-frequency) SNR improvement is then calculated as

$$\Delta \text{SNR} = \frac{\text{SNR}_{\text{out}}}{\text{SNR}_{\text{in}}}.$$  \hfill (7)

B. Special case: single target source

In the case of a single target speech source, the speech signal vector can be modeled as

$$x = aS,$$  \hfill (8)

where the $N$-dimensional steering vector $a$ contains the acoustic transfer functions from the speech source to the microphones (including room acoustics, microphone characteristics and head shadow effect) and $S$ denotes the speech signal.

The speech correlation matrix is then a rank-one matrix, i.e.

$$R_x = P_s aa^H,$$  \hfill (9)

with $P_s = \mathbb{E}\{|S|^2\}$ the power of the speech signal.

By assuming a single speech source and by applying the matrix inversion lemma, it has been shown [29] that the SDW-MWF (4) reduces to the following optimal filter:

$$w^{\text{opt.}} = R_v^{-1} a \cdot \frac{P_s A_{\text{ref}}^*}{\mu + \rho}$$  \hfill (10)

\footnote{We note that all frequency-domain filter expressions in this paper yield non-causal filters. In a practical implementation, the filters thus have to be adjusted to be causal, as will be explained in section V.}
with $A^*_{\text{ref}} = a^H e_{\text{ref}}$ and $\rho = P_s a^H R_v^{-1} a$. Using definition (6), the narrowband output SNR is then equal to

$$\text{SNR}_{\text{out}}^{\text{opt}} = \rho = P_s a^H R_v^{-1} a.$$  

(11)

As is shown in [11], [30], the rank-one filter (10) can be decomposed into a spatial filter, which is equivalent to the TF-GSC filter [7], and a single-channel postfilter. The speech distortion parameter $\mu$ only appears in the single-channel postfilter and fulfills the same role as in single-channel constrained Wiener filters [3], [13] or spectral oversubtraction [3], [37]. As the filters obtained for different values of $\mu$ are related by a scalar factor, the output SNR per frequency bin (11) is indeed independent of $\mu$. However, larger values of $\mu$ allow further attenuation of the residual noise, thus leading to a better listening comfort, at the cost of a higher speech distortion. The fact that the spatial filter is independent of $\mu$ is a desirable property. However, we will show in the following section that this property is lost in a SDW-MWF implementation (4) with estimation errors in the speech correlation matrix $R_x$.

C. Rank-one SDW-MWF

Formula (10) incorporates prior knowledge (single target speech source) to obtain an alternative for the general SDW-MWF expression (4). It requires explicit estimation (or prior knowledge) of the steering vector $a$ and the speech power $P_s$. It is however possible to derive an alternative expression which only uses the speech and noise second order statistics [32], [33], similar to the general expression (4).

By rewriting $\rho$ as

$$\rho = P_s a^H R_v^{-1} a,$$

(12)

$$= P_s \text{Tr}\{R_v^{-1} aa^H\},$$

(13)

$$= \text{Tr}\{R_v^{-1} R_x\},$$

(14)

where $\text{Tr}\{\cdot\}$ is the trace operator, (10) is equivalent to the following rank-one SDW-MWF (R1-MWF) expression:

$$w_{\text{R1-MWF}} = R_v^{-1} R_x e_{\text{ref}} \cdot \frac{1}{\mu + \text{Tr}\{R_v^{-1} R_x\}}.$$ 

(15)

Although (15) is derived for the special case of a single target speech source, it can also be used when this assumption is not fulfilled. Otherwise, for a single target speech source case, it is completely equivalent to (10).
D. Spatial Prediction SDW-MWF

The minimum distortion Spatial Prediction MWF (SP-MWF) was discussed in [36], and was originally proposed in [35] under the name Distortionless Multichannel Wiener Filter. It can be viewed as a frequency-domain version of the spatial-temporal prediction approach [31], [38]. For a single target speech source this filter is theoretically equivalent to the TF-GSC approach [7], or the R1-MWF (10), (15), where $\mu = 0$.

It is assumed that the $N$ speech components can be related to the speech component in the reference microphone signal, i.e. $X_n = H_{n,\text{ref}} X_{\text{ref}}$, for $n = 1...N$, so that

$$\mathbf{x} = \begin{bmatrix} H_{1,\text{ref}} \\ \vdots \\ H_{N,\text{ref}} \end{bmatrix} X_{\text{ref}} = \mathbf{h} X_{\text{ref}}, \quad (16)$$

For a single target speech source, $\mathbf{h}$ is then equal to

$$\mathbf{h}^{\text{opt.}} = \frac{1}{A_{\text{ref}}} \mathbf{h}. \quad (17)$$

We only make use of the spatial correlations between the speech components, hence only a spatial prediction is performed. The spatial prediction vector $\mathbf{h}$ can be found in the Wiener sense, i.e. by minimizing

$$\min_{\mathbf{h}} \mathcal{E} \left\{ (\mathbf{x} - \mathbf{h} X_{\text{ref}})^H (\mathbf{x} - \mathbf{h} X_{\text{ref}}) \right\} \quad (18)$$

which leads to

$$\mathbf{h} = \frac{1}{e_{\text{ref}}^H R_x e_{\text{ref}}} R_x e_{\text{ref}} \quad (19)$$

i.e. one column of the speech correlation matrix is selected and divided by the speech component power in the reference microphone. We can now impose the speech distortion to be zero, which leads to the following constrained optimization problem [36]:

$$\min_{\mathbf{w}} \mathbf{w}^H R_v \mathbf{w} \quad (20)$$

s.t. $\mathbf{w}^H \mathbf{h} = 1 \quad (21)$

It is easily shown that the optimal filter is equal to

$$\mathbf{w} = R_v^{-1} \mathbf{h} \cdot \frac{1}{\mathbf{h}^H R_v^{-1} \mathbf{h}}, \quad (22)$$

\[81x150]3\text{We note that the denominator of this formula (and also of subsequent formula’s) might decay to 0 at certain frequencies due to speech absence [33]. The denominator values are therefore kept above certain thresholds in a practical implementation.}
or by plugging (19) into (22),
\[ w = R_v^{-1} R_x e_{\text{ref}} \cdot \frac{e_{\text{ref}}^H R_x e_{\text{ref}}}{\text{Tr}(R_v^{-1} R_x e_{\text{ref}}^H R_x)} \] (23)
Compared with the R1-MWF (15), expression (23) has the same spatial filter, but the single-channel postfilter is different. It is also possible to incorporate a speech distortion parameter \( \mu \) into (23), thereby relaxing the minimum distortion hard constraint. This filter will be referred to as the SP-MWF. By enforcing that the postfilters of the SP-MWF and R1-MWF are equal for a single target source, the speech distortion weighted SP-MWF expression is obtained as
\[ w_{\text{SP-MWF}} = R_v^{-1} R_x e_{\text{ref}} \cdot \frac{e_{\text{ref}}^H R_x e_{\text{ref}}}{\mu e_{\text{ref}}^H R_x e_{\text{ref}} + \text{Tr}(R_v^{-1} R_x e_{\text{ref}}^H R_x)} \] (24)
For a single target source, (24) is thus again equivalent to (10).

III. IMPACT OF SPEECH CORRELATION MATRIX ESTIMATION ERRORS: ESTIMATED FILTERS

In this section, the impact of estimation errors in the speech correlation matrix \( R_x \) in the implementations of (4), (15) and (24), is investigated for a scenario with a single target speech source.

In practice, a voice activity detector (VAD) has to be implemented to distinguish between segments where speech and noise are both active and segments where only noise is active. The correlation matrix \( \hat{R}_y \) is then estimated\(^4\) as
\[ \hat{R}_y(\omega) = \frac{1}{K} \sum_{k=1}^{K} y(k, \omega) y^H(k, \omega), \] (25)
where the summation only counts the segments where both speech and noise are active. In a similar fashion, the noise correlation matrix is estimated during the noise-only segments. The speech correlation matrix estimate is found as \( \hat{R}_x = \hat{R}_y - \hat{R}_v \). In order to obtain practical implementations, the estimated correlation matrices \( \hat{R}_v \) and \( \hat{R}_x \) are then plugged into (4), (15) and (24) instead of the theoretical \( R_v \) and \( R_x \).

Inaccurate estimation of the speech statistics occurs because of several reasons [9]. The speech and noise may be nonstationary, while \( \hat{R}_y \) and \( \hat{R}_v \) are estimated at different moments in time. Speech detection errors made by the VAD will also introduce estimation errors in both the speech and the noise correlation matrices.

\(^4\)We note that in practice, the correlation matrix estimate (25) can also be recursively updated using an exponential weighting factor which is typically close to one [12].
In the case of a single target speech source, the speech correlation matrix $R_x$ is a rank-one matrix and given by (9), and the SDW-MWF is given by (10). However, the estimated speech correlation matrix $\hat{R}_x$ will be

$$\hat{R}_x = P_s aa^H + \Delta,$$

i.e. $\hat{R}_x$ will be equal to the theoretical rank-one matrix plus a full rank (Hermitian) error matrix $\Delta$. Formula (26) will be plugged into formula’s (4), (15) and (24) to analyze the impact of speech correlation matrix estimation errors.

It is noted that the impact of estimation errors in the noise correlation matrix can be investigated in a similar fashion. However, simulations indicate that the SNR performance degradation caused by these errors is the same for the different filters, and independent of $\mu$, in contrast to the impact of speech correlation matrix estimation errors. Therefore, and also to avoid overly complicated expressions, only speech correlation matrix estimation errors are included in the analysis.

A. SDW-MWF

By plugging (26) into (4) and applying the matrix inversion lemma, we obtain the following formula:

$$\hat{w} = \left( P_s aa^H + \Delta + \mu R_v \right)^{-1} (P_s aa^H + \Delta) e_{ref}$$

$$= \frac{P_s}{1 + \tilde{\rho}} (\Delta + \mu R_v)^{-1} a A_{ref}^*$$

$$+ \left[ I - \frac{P_s}{1 + \tilde{\rho}} (\Delta + \mu R_v)^{-1} aa^H \right] (\Delta + \mu R_v)^{-1} \Delta e_{ref}$$

with

$$\tilde{\rho} = P_s a a^H (\Delta + \mu R_v)^{-1} a.$$

Two limit cases are now considered.

- $\Delta \gg \mu R_v \implies (\Delta + \mu R_v)^{-1} \approx \Delta^{-1}$
  
  In this case (28) reduces to

  $$\hat{w} = e_{ref}.$$  

  This means that if a small $\mu$ parameter is chosen or if the input SNR is high, the estimated SDW-MWF reduces to the trivial filter $e_{ref}$ (i.e. pass the reference microphone signal, no noise reduction).

- $\Delta \ll \mu R_v \implies (\Delta + \mu R_v)^{-1} \approx \frac{1}{\mu} R_v^{-1}$ and $\tilde{\rho} \approx \frac{\rho}{\mu}$
  
  In this case (28) reduces to

  $$\hat{w} = w_{opt} + \frac{1}{\mu} \left( I - \frac{P_s}{\mu + \rho} R_v^{-1} aa^H \right) R_v^{-1} \Delta e_{ref}$$
where \( \mathbf{w}^{\text{opt}} \) is given by formula (10). Hence, for large values of \( \mu \) or for a low input SNR, the estimated SDW-MWF will be a combination of the optimal theoretical filter and an extra bias term, which causes performance degradation. A larger \( \mu \) value (which will result in more speech distortion) puts less weight on the bias term, so that it can be expected that the performance degradation will be smaller for larger \( \mu \) values. In section IV, the output SNR obtained with (31) will be calculated.

B. Rank-one SDW-MWF

By plugging (26) into (15) and applying the matrix inversion lemma, the following formula is obtained:

\[
\hat{\mathbf{w}} = \frac{\mathbf{R}_u^{-1} \left( \mathbf{P}_s \mathbf{a} \mathbf{a}^H + \Delta \right) \mathbf{e}_{\text{ref}}}{\mu + \text{Tr} \left( \mathbf{R}_u^{-1} \mathbf{P}_s \mathbf{a} \mathbf{a}^H + \mathbf{R}_u^{-1} \Delta \right)}
\]

(32)

\[
= \frac{\mu + \rho}{\mu + \rho + \text{Tr} \left( \mathbf{R}_u^{-1} \Delta \right)} \cdot \mathbf{w}^{\text{opt}} + \frac{1}{\mu + \rho + \text{Tr} \left( \mathbf{R}_u^{-1} \Delta \right)} \cdot \mathbf{R}_u^{-1} \Delta \mathbf{e}_{\text{ref}}
\]

(33)

\[
= \left( \mathbf{P}_s \mathbf{R}_u^{-1} \mathbf{a} \mathbf{A}_{\text{ref}}^* + \mathbf{R}_u^{-1} \Delta \mathbf{e}_{\text{ref}} \right) \frac{1}{\mu + \rho + \text{Tr} \left( \mathbf{R}_u^{-1} \Delta \right)} \mathbf{R}_u^{-1} \Delta \mathbf{e}_{\text{ref}}
\]

(34)

Equation (33) shows that the estimated SDW-MWF can still be written as a combination of the optimal filter (10) and a bias term. Equation (34) shows that the estimated filter can also be written as a spatial filter followed by a single-channel postfilter, where the parameter \( \mu \) only occurs in the single-channel postfilter. Therefore, \( \mu \) will not influence the obtained narrowband (single-frequency) output SNR (6), which is similar to the optimal case (11).

C. Spatial prediction SDW-MWF

By plugging (26) into (19) and (24), we find

\[
\hat{\mathbf{h}} = \frac{1}{\mathbf{P}_s} \cdot \left( \mathbf{P}_s \mathbf{A}_{\text{ref}}^* + \Delta \mathbf{e}_{\text{ref}} \right)
\]

(35)

and

\[
\hat{\mathbf{w}} = \left( \mathbf{P}_s \mathbf{R}_u^{-1} \mathbf{A}_{\text{ref}}^* + \mathbf{R}_u^{-1} \Delta \mathbf{e}_{\text{ref}} \right) \frac{\hat{\mathbf{P}}_s}{\mu \hat{\mathbf{P}}_s + \rho \mathbf{P}_s \mathbf{A}_{\text{ref}}^2 + \rho' \mathbf{P}_s \mathbf{A}_{\text{ref}} + \rho''}
\]

(36)

where

\[
\hat{\mathbf{P}}_s = \mathbf{P}_s \mathbf{A}_{\text{ref}} \mathbf{A}_{\text{ref}}^* + \mathbf{e}_{\text{ref}} \mathbf{e}_{\text{ref}}^H
\]

(37)

\[
\rho' = \mathbf{a}^H \mathbf{R}_u^{-1} \mathbf{e}_{\text{ref}}
\]

(38)

\[
\rho'' = \mathbf{e}_{\text{ref}}^H \mathbf{R}_u^{-1} \mathbf{e}_{\text{ref}}
\]

(39)

The estimated SP-MWF (36) can thus be written as a spatial filter followed by a single-channel postfilter. The spatial filter in (36) is equal to the spatial filter in (34), so that the estimated SP-MWF will obtain the same narrowband (single-frequency) output SNR as the estimated R1-MWF.
IV. IMPACT OF SPEECH CORRELATION MATRIX ESTIMATION ERRORS: OUTPUT SNR

In this section, the impact of speech correlation matrix estimation errors on the obtained output SNR will be analyzed. The estimated filters, derived in the previous section, are plugged into the narrowband output SNR definition (6). The rank-one model (9) is again used for the speech correlation matrix.

A. SDW-MWF

Again, we consider the two limit cases of the previous section.

- For the case $\Delta >> \mu R_v$, the trivial filter $e_{ref}$ is obtained, so that $\hat{SNR}_{out} = SNR_{in}$.
- For the case $\Delta << \mu R_v$, we can plug formula (28) into (6) to obtain:

$$SNR_{out} = \frac{1}{(\mu + \rho)^2} \left( \frac{P_s |A_{ref}|^2 \rho^2 + P_s A_{ref}^*(\rho') \rho}{P_s |A_{ref}|^2 \rho + P_s A_{ref}^*(\rho') \rho} - \frac{2 \mu + \rho}{\mu^2} P_s |\rho'|^2 \right) + \frac{1}{\mu^2} P_s |\rho'|^2$$

(40)

$$\approx \rho - \frac{\mu^2}{(\mu + \rho)^2} \left( \frac{P_s |A_{ref}|^2 \rho + P_s A_{ref}^*(\rho') \rho}{P_s |A_{ref}|^2 \rho + P_s A_{ref}^*(\rho') \rho} - \frac{2 \mu + \rho}{\mu^2} P_s |\rho'|^2 \right) + \frac{1}{\mu^2} P_s |\rho'|^2$$

(41)

$$= \rho - \frac{\mu^2}{(\mu + \rho)^2} \left( \frac{P_s |A_{ref}|^2 \rho + P_s A_{ref}^*(\rho') \rho}{P_s |A_{ref}|^2 \rho + P_s A_{ref}^*(\rho') \rho} - \frac{2 \mu + \rho}{\mu^2} P_s |\rho'|^2 + \rho'' \right)$$

(42)

where $\rho'$ and $\rho''$ were defined in (38) and (39). Formula (42) shows that the obtained output SNR is equal to the optimal output SNR (11) minus a bias term. By defining matrix $\hat{V}$ such that $\hat{V} V^H = R_v^{-1}$, the bias term can also be written as

$$\frac{(\mu + \rho)^2}{\mu^2} (\rho\rho'' - P_s |\rho'|^2)$$

(43)

which clearly shows that the bias term is always positive if $(\rho\rho'' - P_s |\rho'|^2)$ is positive. By using the Cauchy-Schwarz inequality, it can indeed be shown that $(\rho\rho'' - P_s |\rho'|^2)$ is positive5:

$$\rho\rho'' = P_s (a^H R_v^{-1} a) \left( e_{ref}^H \Delta^H R_v^{-1} \Delta e_{ref} \right) \geq P_s |a^H R_v^{-1} \Delta e_{ref}|^2 = P_s |\rho'|^2$$

(44)

These results indicate that there will always be a performance degradation, which is moreover dependent on $\mu$. As can be seen from (41), the denominator of the bias term monotonically increases

5The case $\rho\rho'' = P_s |\rho'|^2$ occurs if $\Delta e_{ref}$ is a scaled version of the steering vector $a$. Thus, if the speech correlation matrix is known up to a scaling factor, the optimal performance can be achieved.
when $\mu$ increases:

$$
\frac{\partial}{\partial \mu} \left( \frac{\mu^2}{(\mu + \rho)^2} \left[ P_s |A_{ref}|^2 \rho + P_s A_{ref}(\rho') + P_s A_{ref}^*(\rho')^* \right] - \frac{2\mu + \rho}{(\mu + \rho)^2} P_s |\rho'|^2 + \rho'' \right)
= 2 \frac{\mu + \rho}{(\mu + \rho)^2} P_s |\rho'|^2
= 2 \frac{\mu}{(\mu + \rho)} P_s |\rho'|^2.
\tag{45}
$$

Therefore, the obtained output SNR monotonically increases as $\mu$ increases. By calculating the limit for $\mu \to \infty$, i.e.

$$
\lim_{\mu \to \infty} S\hat{N}R_{out} = \rho - P_s |\rho'|^2 P_s |A_{ref}|^2 \rho + P_s A_{ref}(\rho') + P_s A_{ref}^*(\rho')^* + \rho'' > 0.
\tag{46}
$$

we see that there is a maximum obtainable output SNR, which is equal to the theoretical output SNR minus a fixed bias term. Thus, to achieve this maximum output SNR with the SDW-MWF implementation, a large $\mu$ value should be used. This can however introduce too much speech distortion. Using a small $\mu$ value (low distortion) can also be unsatisfactory, as this will cause SNR performance degradation, especially so when $\Delta >> \mu R_v$.

### B. Rank-one SDW-MWF and Spatial Prediction SDW-MWF

As was stated previously, the filters (34) and (36) consist of a spatial filter followed by a single-channel postfilter. The obtained narrowband output SNR only depends on the spatial filter part (which is independent of $\mu$). As both filters have the same spatial filter, they can thus be treated together.

By plugging the spatial filter

$$
\hat{w} = P_s R_v^{-1} A_{ref}^* + R_v^{-1}\Delta_{e_{ref}}
\tag{47}
$$

into definition (6), the following output SNR is obtained:

$$
S\hat{N}R_{out} = \rho - \frac{\rho |\rho'|^2 - P_s |\rho'|^2}{P_s |A_{ref}|^2 \rho + P_s A_{ref}(\rho') + P_s A_{ref}^*(\rho')^* + \rho''}.
\tag{48}
$$

Remarkably, this output SNR is equal to the limit case (46) achieved by the SDW-MWF implementation for large values of $\mu$.

### C. Discussion

Under speech correlation matrix estimation errors, and for a scenario with a single target speech source, the R1-MWF (15) and SP-MWF (24) implementations always achieve the limit output SNR (46) (for any value of $\mu$), whereas the SDW-MWF implementation (4) will only achieve this for large $\mu$. In scenarios where only a single target speech source is present and where only limited speech distortions...
(small $\mu$’s) are allowed, the SDW-MWF implementation is therefore outperformed by the other filter implementations. In particular, in order to obtain a similar output SNR, the SDW-MWF implementation will introduce a higher speech distortion. Experimental results will show that even for moderate values of $\mu$ (for example the standard MSE cost function, $\mu = 1$), a significant performance degradation occurs when using the SDW-MWF. This was also observed in [36], where the SP-MWF implementation (with $\mu = 0$) clearly outperformed the SDW-MWF implementation in both SNR and speech distortion. These practical results are now better explained by the above theoretical analysis.

For a scenario with multiple target speech sources (i.e. speech correlation matrix not a rank-one matrix), the R1-MWF and SP-MWF formula’s are no longer theoretically equivalent to the general SDW-MWF formula. A theoretical analysis as for the rank-one case is not straightforward, but it can be expected that there will again be a performance degradation. To investigate this, the next section includes simulations with multiple target speech sources. These simulations show that the R1-MWF and SP-MWF implementations still obtain superior SNR’s compared to the SDW-MWF implementation. The R1-MWF implementation will introduce more speech distortion however, especially when the number of target sources is large. Remarkably, the simulations also show that the SP-MWF implementation only introduces distortion in the less dominant target sources. As a consequence, the overall distortion (on the sum of all speech components) will still be low for this filter.

V. EXPERIMENTAL RESULTS

A. Setup and stimuli

We consider a binaural hearing aid configuration, i.e. two hearing aids connected by a wireless link [14]–[26]. It is assumed here that the link imposes no restrictions in terms of bandwidth and power consumption. We therefore assume that all microphone signals are available to the noise reduction procedure, where two microphones are at the left ear and two at the right ear, giving a total of $N = 4$. The left front and right front microphones are chosen as reference microphones to generate the left and right filters and output signals.

Head-related transfer functions (HRTF’s) were measured in two acoustical environments (reverberation times $RT_{60} = 0.21s$ and $RT_{60} = 0.61s$, [24], [25]) on a dummy-head, so that the head-shadow effect is taken into account. The behind-the-ear hearing aids have two omnidirectional microphones on each device, with an intermicrophone distance of approximately 1 cm. To generate the microphone signals, the noise and speech signals are convolved with the HRTF’s corresponding to their angles of arrival, before being added together.
In all experiments, multi-talker babble (Auditec [39]) was used as noise signal. In the scenarios with multiple noise sources, different time-shifted versions of this signal were generated to obtain uncorrelated noise sources. In the single target speech source scenarios, a signal consisting of 6 instances of speech-shaped noise with periods of silence, was used as target signal (12 seconds of speech, total length 24 seconds), as in [24], [25]. The speech-shaped noise was obtained from the average spectrum of a Dutch male speaker of the VU test material [40]. In the multiple target speech sources scenarios, different lists of the VU test material were used for the different target signals, with each signal consisting of 4 sentences with periods of silence (total length 26 seconds). The different target speech sources are simultaneously active so that the SNR and distortion can be calculated on the global target signal, i.e. the sum of the speech components.

In all experiments, the signals are sampled at $f_s = 20480$ Hz, and the filter length (= DFT size) is $L = 128$. A batch procedure$^6$ was implemented where the speech and noise correlation matrices are estimated off-line using the complete microphone signals, as in (25). The microphone signals were hereby cut into frames of $L$ samples with 50% overlap, and windowed by a Hann window. The value $K$ in (25) is set to the total number of frames where speech is active. The noise correlation matrix is calculated on the noise-only frames in a similar manner. The voice activity detector (VAD) is assumed to be perfect. The filters (4), (15) and (24) are calculated using the estimated correlation matrices, as explained in section III. Following the approach in [42], the frequency-domain filters are then transformed into corresponding time-domain filters which do not rely on the circularity effect. An extra phase shift is also applied in the IDFT formula as in [42], so that the resulting filters are causal.

The input SNR (measured on the clean signals, i.e. at the loudspeaker) is 0 dB in all experiments. Due to the headshadow effect, the input SNR’s at the left and right reference microphones then depend on the spatial scenario, i.e. the positions of the target speech source(s) and noise source(s).

B. Narrowband (single-frequency) SNR improvement

In a first experiment, the SNR improvement obtained in a single frequency bin (7) is calculated for the different filter implementations. The fifth frequency bin (corresponding to $f = 640$ Hz) is selected for the performance comparison. At this frequency, the speech (and noise) signals contain an intermediate amount of energy (see [24] for the average input spectra), while this frequency also has an intermediate importance for speech intelligibility [43]. A single noise source is placed at $120^\circ$ (with $0^\circ$ the front

$^6$The R1-MWF and SP-MWF can also be implemented by an adaptive QRD-RLS scheme as is discussed in [41].
direction, 90° to the right of the head), the single target speech source is placed in front of the head at 0°.

The narrowband input and output SNR’s are calculated by plugging the resulting filters into expressions (5) and (6), which make use of the (theoretical) rank one speech correlation matrix (9). The steering vector $\mathbf{a}$ is therefore constructed using the HRTF data, and $P_s$ is estimated by calculating the PSD of the clean speech signal. The steering vector is also used to calculate the theoretical optimal filter (10). While the steering vector is calculated using a large DFT size, the noise correlation matrix used in the optimal filter is the same as for the other filters, and calculated at $L = 128$. In order to quantify the speech correlation matrix estimation error, we propose the error measure

$$\delta(\hat{R}_x) = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{|\Delta_{ij}|}{|R_{x,ij}|},$$

where $\Delta_{ij}$ is the entry in the $i$th row and $j$th column of matrix $\Delta$, and similarly for $R_{x,ij}$. For the case $N = 2$ (no binaural link), the estimation errors (average error of the left and right correlation matrix estimates) are then equal to $\delta(\hat{R}_x) = 0.01$ for the low-reverberant environment and $\delta(\hat{R}_x) = 0.05$ for the high-reverberant environment. For the case $N = 4$ (binaural setup, i.e. all microphone signals are available), the estimation errors are equal to $\delta(\hat{R}_x) = 0.07$ for the low-reverberant environment, and $\delta(\hat{R}_x) = 0.41$ for the high-reverberant environment. In a high-reverberant environment and for a binaural setup, a significant amount of estimation errors are thus introduced, so that a performance degradation can be expected.

Figures 1 (low reverberation) and 2 (high reverberation) show the SNR improvements obtained at the left and the right side as a function of the speech distortion parameter $\mu$, for a setup with only 2 used microphones (i.e. no binaural link) and a setup where all 4 microphones are used to generate the outputs.

As discussed in section IV, there is a fixed performance degradation between the optimal performance and the performance of the $R1-MWF$ implementation (48), especially so for the high-reverberant environment (figure 2). The SP-MWF implementation obtains the same SNR improvement as the R1-MWF, and is therefore omitted from the figures. As was explained, the trade-off parameter $\mu$ does not influence the narrowband SNR improvement for the R1-MWF and SP-MWF implementations. For the low-reverberant environment (figure 1), the estimation errors are small so that the R1-MWF performance is very close to the optimal performance. In the high-reverberant environment (figure 2), more errors are introduced so that the R1-MWF performance is visibly degraded compared to the optimal performance.

In contrast to the R1-MWF and SP-MWF, the performance of the $SDW-MWF$ implementation (4) does
depend on $\mu$. For small values of $\mu$, the filter degrades to the trivial filter (no SNR improvement), while for larger values it converges towards the performance of the R1-MWF implementation. The performance degradation for small values of $\mu$ is significant for both the low-reverberant and the high-reverberant environment. As a check, the predicted output SNR for larger values of $\mu$ (42) was also calculated and shown on the figures.

When comparing the 4-microphone (binaural) setup to the 2-microphone (no binaural link) setup, it can be seen that the SNR improvement is significantly higher when using a binaural setup. By using more microphone signals, a better noise reduction performance is thus effectively achieved. However, it can also be seen that the performance degradation versus the optimal filter (and of the SDW-MWF versus the R1-MWF implementation) is larger for the binaural setup, especially so in the high-reverberant environment. As larger correlation matrices have to be estimated when the number of microphones increases, more estimation errors are introduced, thus leading to a larger degradation.

Remarkably, for the MSE cost function ($\mu = 1$), the difference between the general SDW-MWF and R1-MWF is quite large for the binaural setup. In other work using the general SDW-MWF formula, a value of $\mu = 5$ was therefore usually selected [25]. Figures 1 and 2 indeed illustrate that this is a sound choice: larger values of $\mu$ will not yield much SNR improvement anymore, but merely introduce more speech distortion.

While larger filterlengths (or DFT sizes) than $L = 128$ could be inappropriate for a binaural hearing aid application due to a prohibitive computational complexity and input-output latency, it is interesting from a theoretical point of view to study the effect of increasing $L$. In figure 3, the left and right narrowband SNR improvements for the 4-microphone setup are shown as a function of $L$. As before, the appropriate frequency bin (corresponding to $f = 640$ Hz) is selected for the performance evaluation, and the results for the SP-MWF are omitted.

As the noise correlation matrix is estimated with a better resolution when $L$ increases, the performances of the different filters (also of the optimal filter) improve. It can also be observed that the performance of the R1-MWF gets closer to the optimal performance at larger values of $L$. This is due to the fact that the rank-one assumption is then better satisfied: for $L = 64$, the ratio of the dominant eigenvalue and second-highest eigenvalue is only 2.6, while for $L = 4096$ this ratio is equal to 30.4. The $\hat{\mathbf{R}}_x$ estimation error quantified by (49) goes down from $\delta(\hat{\mathbf{R}}_x) = 0.48$ for $L = 64$ to $\delta(\hat{\mathbf{R}}_x) = 0.22$ for $L = 4096$. The remaining errors at $L = 4096$ are mostly scaling errors, which do not degrade the performance according to (48), i.e. the numerator $(\rho \rho'' - P_s |\rho'|^2)$ is almost equal to zero.
Finally, although the estimated $\hat{R}_x$ better approximates the ideal $R_x$ for higher values of $L$ (as was just discussed), figure 3 illustrates that the performance degradation of the SDW-MWF implementation (4) is still significant for lower values of $\mu$. In conclusion, even if larger filterlengths could be applied, the R1-MWF still offers a significant benefit over the standard SDW-MWF.

C. Broadband SNR improvement: effect of the single-channel postfilter

This section features more elaborate experiments for 21 different spatial scenarios, summarized in table I. To illustrate the effect of the single-channel SDW postfilter, the broadband output SNR is calculated in this experiment. As in [42], the frequency-domain filters are transformed into causal time-domain filters. The (time-domain) speech and noise components of the microphone signals are then filtered separately in order to calculate the broadband SNR. Figure 4 shows the broadband SNR improvements obtained by the SP-MWF implementation for a setup with only 2 used microphones (i.e. no binaural link) and a setup where all 4 microphones are used to generate the output. Only the left output SNR is shown as the right output SNR leads to similar conclusions. The performance of the SP-MWF is now shown, while the R1-MWF is omitted as it provides similar results. In section V-B it was already shown that the narrowband SNR performance obtained with the SDW-MWF is dependent on $\mu$. Its broadband SNR improvement is therefore also dependent on $\mu$. As in the narrowband case, it is consistently outperformed by the R1-MWF and SP-MWF, i.e. for a given $\mu$, the broadband SNR improvement is smaller than the SNR improvements of the R1-MWF and SP-MWF. As this performance degradation will also be illustrated in the next section (where intelligibility weighted SNR’s are calculated), these results are omitted here.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0 Nx</td>
<td>target at 0°, single noise source at $x^\circ$ ($0^\circ$ : $30^\circ$ : $330^\circ$)</td>
</tr>
<tr>
<td>S0 N2a</td>
<td>target at 0°, noise sources at $-60^\circ$ and $60^\circ$</td>
</tr>
<tr>
<td>S0 N2b</td>
<td>target at 0°, noise sources at $-120^\circ$ and $120^\circ$</td>
</tr>
<tr>
<td>S0 N2c</td>
<td>target at 0°, noise sources at $120^\circ$ and $210^\circ$</td>
</tr>
<tr>
<td>S0 N3</td>
<td>target at 0°, noise sources at $90^\circ$, $180^\circ$ and $270^\circ$</td>
</tr>
<tr>
<td>S0 N4a</td>
<td>target at 0°, noise sources at $60^\circ$, $120^\circ$, $180^\circ$ and $210^\circ$</td>
</tr>
<tr>
<td>S0 N4b</td>
<td>target at 0°, noise sources at $60^\circ$, $120^\circ$, $180^\circ$ and $270^\circ$</td>
</tr>
<tr>
<td>S90 N180</td>
<td>target at 90°, single noise source at $180^\circ$</td>
</tr>
<tr>
<td>S90 N270</td>
<td>target at 90°, single noise source at $270^\circ$</td>
</tr>
<tr>
<td>S45 N315</td>
<td>target at 45°, single noise source at $315^\circ$</td>
</tr>
</tbody>
</table>

**TABLE I**

**SINGLE TARGET SOURCE, SPATIAL SCENARIOS**
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The postfilter attenuates frequency bins with significant residual noise (the denominator of (10) is small), so that the broadband output SNR is increased by the postfilter. Larger values of $\mu$ lead to larger broadband SNR improvements, as intuitively, the increase of $\mu$ globally attenuates the noise power at a higher rate than the target signal [33]. This SNR increase comes at the cost of a higher speech distortion as will be illustrated in the next section. When comparing the 2-microphone to the 4-microphone results, it can be seen that the relative SNR increase by postfiltering is larger in the 2-microphone case for a few particular spatial scenarios (for example S0N30, S0N330). When the angle between speech and noise sources is small, a closely spaced 2-microphone array cannot form a sufficiently narrow beam, so that the performance of the spatial filter is insufficient (see also [25]). In these scenarios, the postfilter can help increase the broadband SNR performance to a larger extend than in the 4-microphone (binaural) case.

As the average spectra of the multi-talker babble noise and speech-shaped VU noise overlap to a great extend [24], the achievable performance increase by postfiltering is limited. For non-overlapping spectra, the improvement by postfiltering can be much larger (see for example [33], where white Gaussian noise was used as interfering noise signal).

D. SI-weighted SNR improvement and distortion

To assess speech intelligibility improvements, broadband speech intelligibility (SI) weighted measures have been proposed. As for the broadband SNR, the (time-domain) speech and noise components of the microphone signals are filtered separately. The signals are then filtered by one-third octave band bandpass filters, and the SNR is calculated per band. The SI-weighted SNR improvement (in dB) [9], [44] is then defined as:

$$\Delta \text{SNR}_{\text{SI}} = \sum_i I_i (\text{SNR}_{i,\text{out}} - \text{SNR}_{i,\text{in}})$$

where the band importance function $I_i$ expresses the importance of the $i$th one-third octave band with center frequency $f_{c,i}^c$ for intelligibility, and where $\text{SNR}_{i,\text{out}}$ and $\text{SNR}_{i,\text{in}}$ are the output SNR and input SNR (in dB) in this band. The center frequencies $f_{c,i}^c$ and the values $I_i$ are defined in [43]. Similarly, an intelligibility weighted distortion measure was defined in [9]:

$$\text{SD}_{\text{SI}} = \sum_i I_i \text{SD}_i$$

where $\text{SD}_i$ is the average spectral distortion in the $i$th one-third octave band, calculated as

$$\text{SD}_i = \int_{2^{-1/6} f_{c,i}^c}^{2^{1/6} f_{c,i}^c} 10 \log_{10} G_s^a(f) \, df$$
with $G^s(f)$ the power transfer function of the speech component from the input to the output of the noise reduction algorithm. A distortion value of 0 dB corresponds to an undistorted signal, while larger distortion values correspond to more introduced speech distortion.

The SI-weighted SNR improvements for the left output are shown in figure 5, where the spatial scenarios of table I are again tested. For the R1-MWF and SP-MWF implementations, the SI-weighted SNR does not depend strongly on $\mu$. This is actually expected as it was shown that the output SNR per frequency bin, which determines speech intelligibility, is independent of $\mu$ for the R1-MWF and SP-MWF implementations. The speech distortion parameter can therefore be set to $\mu = 0$ in this experiment, while keeping in mind that larger values can be used if a larger (not SI-weighted) broadband SNR, or thus listening comfort, is required (cfr. section V-C). The SDW-MWF (4) needs larger values of $\mu$ in order to achieve the same SNR performance as the other filter implementations, which is in accordance with the theoretical analysis.

The introduced SI-weighted distortion is shown in figure 6. If the SDW-MWF implementation is used, a value of $\mu = 5$ (or even larger for some scenarios) should be used in order to achieve the same SNR performance as the other filter implementations. Figure 6 shows that this will introduce more speech distortion compared to the other filter implementations (where $\mu = 0$ can be used). Another remarkable observation is that the R1-MWF and SP-MWF, which are theoretically equivalent, introduce different speech distortions. This is due to the fact that their postfilters are different if estimation errors are present (section III). Various simulations have shown that for the same value of $\mu$, the SP-MWF is more conservative than the R1-MWF, thereby introducing less speech distortion.

### E. Multiple target speakers

The SI-weighted performances of the different implementations are now tested in multiple target speech sources scenarios. That is, there are multiple desired speech signals in different directions that should be preserved by the filter. As a consequence, the performance of the R1-MWF and SP-MWF (which implicitly assume a single target source) is expected to degrade.

Sixteen different spatial scenarios are tested, cfr. table II for the used notation. The obtained SI-weighted SNR improvements are shown in figure 7. The R1-MWF and SP-MWF implementations still outperform the SDW-MWF implementation, even for scenarios with 4 target speakers (full-rank speech correlation matrix). There is no noticeable difference between the performance of the R1-MWF and SP-MWF. Again, as larger values of $\mu$ do not affect the SI-weighted SNR improvements of the R1-MWF and SP-MWF, only the performance for $\mu = 0$ is shown. Larger values can however be used to increase
the broadband SNR as was shown in section V-C.

The SI-weighted distortion is shown in figure 8. Again, the distortion increases as $\mu$ increases. For the R1-MWF, a performance degradation can be observed: as the number of target sources increases, more speech distortion is introduced. Even for $\mu = 0$, a large increase in distortion can be observed. The violation of the rank-one assumption will thus introduce speech distortion, but not affect the SNR performance. Remarkably, the SP-MWF does not seem to introduce more speech distortion as the number of target sources increases.

To further explain these results, distortion measures were also calculated for each target source separately. The results for the scenario S4N1a (targets at 270, 330, 45 and 150 degrees, noise in front of the head) are shown in figure 9, where (a) shows the distortion in the left hearing aid output, and (b) shows the distortion in the right hearing aid output. The results for the lower reverberation environment ($RT_{60} = 0.21s$) are used here, because the overall tendencies are more clearly visible in the figures.

The target speech signals were scaled so as to have the same average input power at the loudspeakers, but because of the headshadow effect, the signals have different average input powers at the reference microphones. As a consequence, S270 and S330 will be dominant in the left output (a), whereas S45 and S150 are dominant in the right output (b). Figure 9 illustrates that the different filter implementations introduce different distortions in these signals. The R1-MWF introduces a lot of distortion, especially for the dominant sources: S270 and S330 have the largest distortion values in the left output (a), S45 and S150 have the largest values in the right output (b). The SP-MWF on the other hand introduces more distortion in the signals with the lowest input power, whereas the distortion on the dominant sources is very small. This is a beneficial effect, as the distortion introduced on the low power sources will be less audible, while the distortion on the dominant sources should be kept as small as possible. These results

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>1 target at -30°</td>
</tr>
<tr>
<td>S2</td>
<td>2 targets at -30° and 45°</td>
</tr>
<tr>
<td>S3</td>
<td>3 targets at -30°, 45° and 150°</td>
</tr>
<tr>
<td>S4</td>
<td>4 targets at -90°, -30°, 45° and 150°</td>
</tr>
<tr>
<td>N1a</td>
<td>1 noise source at 0°</td>
</tr>
<tr>
<td>N1b</td>
<td>1 noise source at -90°</td>
</tr>
<tr>
<td>N2</td>
<td>2 noise sources at -60° and 120°</td>
</tr>
<tr>
<td>N4</td>
<td>4 noise sources at -90°, -60°, 120°, 180°</td>
</tr>
</tbody>
</table>

TABLE II
MULTIPLE TARGET SOURCES, SPATIAL SCENARIOS (ALL COMBINATIONS OF S AND N ARE MADE).
also explain why the overall distortion in figure 8 (on the sum of the target signals) increased for the R1-MWF, but remained small for the SP-MWF. Figure 9 also shows that the SDW-MWF introduces a more or less even amount of distortion in the different target signals. Larger values of $\mu$ can be chosen as the introduced distortions are still reasonable, in contrast to the R1-MWF, where $\mu = 0$ already introduces a large amount of distortion.

VI. CONCLUSION

The theoretical analysis and the simulations illustrate that for a single target speech source, the R1-MWF and SP-MWF implementations achieve a better noise reduction performance than the standard SDW-MWF implementation. Moreover, they do not lose this performance for smaller values of $\mu$ (less speech distortion). For applications where only a single target speech source is present, the R1-MWF and SP-MWF thus have a clear advantage over the SDW-MWF, especially if only a limited amount of speech distortion is allowed.

As the number of target speech sources increases, the simulations show that the R1-MWF loses some of its benefit over the SDW-MWF. It still achieves large (SI-weighted) SNR improvements, but more speech distortion is introduced as the number of target speakers increases, especially for the dominant sources. The SP-MWF on the other hand only introduces distortions in the signals with low input powers, which is less audible, in addition to providing a large (SI-weighted) SNR improvement.

![SNR improvement plots](image.png)

(a) $N = 2$ (no binaural link)  
(b) $N = 4$

Fig. 1. Narrowband SNR improvement as a function of $\mu$ for SDW-MWF (4) and R1-MWF (15); $RT_{60} = 0.21s$ (low reverberation); (a) $N = 2$ microphones (no binaural link), (b) $N = 4$ microphones
Fig. 2. Narrowband SNR improvement as a function of $\mu$ for SDW-MWF (4) and R1-MWF (15); $RT_{60} = 0.61$ s (high reverberation); (a) $N = 2$ microphones (no binaural link), (b) $N = 4$ microphones.

Fig. 3. Narrowband SNR improvement as a function of DFT size for SDW-MWF (4) and R1-MWF (15); $N = 4$ microphones; $RT_{60} = 0.61$ s (high reverberation); (a) Left output, (b) Right output.
Fig. 4. Broadband SNR improvement for SP-MWF; left output, $\text{RT}_{60} = 0.61\text{s}$, Multi-talker babble noise (Auditec); (a) $N = 2$ microphones (no binaural link), (b) $N = 4$ microphones.
Fig. 5. SI-weighted SNR improvement for SDW-MWF, R1-MWF, SP-MWF; left output, RT$_{60} = 0.61$s, 4 microphones

Fig. 6. SI-weighted Distortion for SDW-MWF, R1-MWF, SP-MWF; left output, RT$_{60} = 0.61$s, 4 microphones
Fig. 7. SI-weighted SNR improvement for SDW-MWF, R1-MWF, SP-MWF; left output, $RT_{60} = 0.61s$, 4 microphones

Fig. 8. SI-weighted Distortion for SDW-MWF, R1-MWF, SP-MWF; left output, $RT_{60} = 0.61s$, 4 microphones
Fig. 9. SI-weighted Distortion per target source; S4N1a, RT60 = 0.21s, 4 microphones
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