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Abstract

The Speech Distortion Weighted Multichannel Wiener Filter (SDW-MWF) is a promising multi-microphone noise reduction technique, in particular for hearing aid applications. Its benefit over other techniques has been shown in several theoretical and experimental contributions. In theoretical studies, a single target speech source is commonly assumed, as this facilitates the analysis. In this contribution, we first prove that an algorithm, that implicitly assumes a single target speech source, is also more robust against estimation errors in the speech second order statistics, compared to a standard SDW-MWF algorithm. Secondly, as any SDW-MWF algorithm relies on a voice activity detector (VAD), a novel VAD-robust extension is also proposed. It is shown theoretically and through experiments with a realistic VAD that the new algorithm indeed achieves a good performance, even at low input SNR’s where the VAD error rate is high.
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ABSTRACT

The Speech Distortion Weighted Multichannel Wiener Filter (SDW-MWF) is a promising multi-microphone noise reduction technique, in particular for hearing aid applications. Its benefit over other techniques has been shown in several theoretical and experimental contributions. In theoretical studies, a single target speech source is commonly assumed, as this facilitates the analysis. In this contribution, we first prove that an algorithm, that implicitly assumes a single target speech source, is also more robust against estimation errors in the speech second order statistics, compared to a standard SDW-MWF algorithm. Secondly, as any SDW-MWF algorithm relies on a voice activity detector (VAD), a novel VAD-robust extension is also proposed. It is shown theoretically and through experiments with a realistic VAD that the new algorithm indeed achieves a good performance, even at low input SNR’s where the VAD error rate is high.
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1. INTRODUCTION

Noise reduction has been an active area of research for many years, with applications in hearing aids, hands-free communications and teleconferencing. The Speech Distortion Weighted Multichannel Wiener Filter (SDW-MWF)\textsuperscript{[1]} is a promising multi-microphone technique for speech in noise scenarios, in particular for hearing aid applications. The SDW-MWF does not require prior knowledge about the target speech signal location and microphone characteristics, unlike fixed beamformers or adaptive beamformers such as the generalized sidelobe canceller (GSC)\textsuperscript{[2]}. As a result, the SDW-MWF is more robust against imperfections such as microphone mismatch\textsuperscript{[3]}. Like the GSC, the SDW-MWF relies on a voice activity detection (VAD) algorithm which classifies frames as either speech-noise or noise-only frames. For a moderate VAD error rate, the SDW-MWF achieves a better performance compared to a GSC-type procedure\textsuperscript{[4]}. If a wireless link is available for exchanging signals between a left and a right hearing aid, the SDW-MWF is again an excellent choice for such so-called binaural hearing aids, as the localization cues can be preserved in addition to achieving a better noise reduction performance\textsuperscript{[5]}.

In theoretical studies on the (frequency-domain) SDW-MWF (e.g. \textsuperscript{[3–6]}), it is commonly assumed that there is a single target speech source, so that the speech correlation matrix is of rank one. As a consequence, the SDW-MWF can be decomposed into a spatial filter followed by a single-channel Wiener postfilter. In addition to facilitating a theoretical analysis, this structure is also conceptually interesting, as for example, the spatial filter and postfilter could be updated at different rates, or extended independently with other features.

In this paper, we will illustrate that SDW-MWF algorithms, which implicitly assume a single target source and that decompose the overall filter as a spatial filter followed by a single-channel postfilter, have some additional benefits over the standard SDW-MWF algorithm. First, it is proven that the rank one SDW-MWF algorithms are more robust to estimation errors in the speech second order statistics. Secondly, it is shown that these rank-one algorithms are inherently insensitive to VAD errors if the noise is stationary. Finally, for realistic nonstationary noise environments, an extension is proposed which improves the SNR performance at low input SNR’s, where the VAD error rate is high.

The paper is organized as follows: in section 2, the notation and model is introduced and the different SDW-MWF algorithms are reviewed. In section 3, a theoretical analysis of the impact of estimation errors in the speech second order statistics is given. In section 4, an extension to the rank-one SDW-MWF algorithm is proposed, which further increases the robustness to estimation errors and VAD errors at low input SNR’s. Simulations of the new algorithm in a realistic acoustic environment, and using a real VAD, are presented in section 5. Finally, conclusions are given in section 6.

2. NOTATION AND MULTICHANNEL WIENER FILTER

2.1. Notation and correlation matrix estimation

We consider a microphone array consisting of \( N \) microphones. The \( n \)th microphone signal \( Y_n(\omega) \) can be specified in the frequency domain as

\[
Y_n(\omega) = X_n(\omega) + V_n(\omega), \quad n = 1 \ldots N,
\]

where \( X_n(\omega) \) represents the speech component and \( V_n(\omega) \) represents the noise component in the \( n \)th microphone. For conciseness, we will omit the frequency variable \( \omega \) from now on. The signals \( Y_n \), \( X_n \) and \( V_n \) are stacked in the \( N \)-dimensional vectors \( y \), \( x \) and \( v \), with \( y = x + v \). The correlation matrix \( R_y \), the speech correlation matrix \( R_x \) and the noise correlation matrix \( R_v \), are then defined as

\[
R_y = \mathbb{E}\{yy^H\}, \quad R_x = \mathbb{E}\{xx^H\}, \quad R_v = \mathbb{E}\{vv^H\},
\]

where \( \mathbb{E} \) denotes the expected value operator. In order to make a distinction between speech-noise and noise-only frames, a voice activity detection (VAD) algorithm is used. The correlation matrix estimates \( \hat{R}_y \) and \( \hat{R}_v \) are then recursively updated (per frequency bin) as:
• In speech+noise frames:
  \[ \hat{R}_s[m+1] = \lambda_s \hat{R}_s[m] + (1 - \lambda_s) y[m+1] y^H[m+1], \quad (3) \]

• In noise-only frames:
  \[ \hat{R}_n[m+1] = \hat{R}_n[m], \quad \hat{R}_c[m+1] = \hat{R}_c[m] + (1 - \lambda_c) y[m+1] y^H[m+1]. \quad (4) \]

\( \lambda_s \) and \( \lambda_c \) are forgetting factors (usually chosen close to 1), and \( m \) is the time index. For conciseness, the time-frame will be omitted from now on. Assuming that the speech and the noise components are uncorrelated and that the noise is moderately stationary, the speech correlation matrix can be found as \( \hat{R}_s = \hat{R}_s - \hat{R}_c \).

The goal of the noise reduction procedure is to minimize the error between the output signal \( \hat{Z} = w^H y \) and the (unknown) speech component \( X_{\text{ref}} = e_{\text{ref}}^H x \) in the reference microphone signal. Vector \( e_{\text{ref}} = [0 \ldots 0 \ 1 \ldots 0]^T \) is an \( N \)-dimensional vector where the entry corresponding to the reference microphone is equal to one.

2.2. Multichannel Wiener Filter (MWF) algorithms

The Multichannel Wiener Filter (MWF) produces a minimum-mean-square-error (MMSE) estimate of the speech component in the reference microphone. To provide a more explicit tradeoff between speech distortion and noise reduction, the Speech Distortion Weighted Multichannel Wiener Filter (SDW-MWF) has been proposed, which minimizes a weighted sum of the residual noise energy and the speech distortion energy [1]:

\[ w_{\text{SDW-MWF}} = (R_x + \mu R_c)^{-1} R_s e_{\text{ref}}. \quad (5) \]

The trade-off parameter \( \mu \) allows putting more emphasis on noise reduction, at the cost of a higher speech distortion.

In the case of a single target speech source, the speech signal vector can be modeled as \( x = a S \), where the \( N \)-dimensional steering vector \( a \) contains the acoustic transfer functions from the speech source to the microphones (including room acoustics, microphone characteristics and head shadow effect) and \( S \) denotes the speech signal. The speech correlation matrix is then a rank-one matrix, i.e.

\[ R_x = P_s a a^H, \quad (6) \]

with \( P_s = \mathbb{E}[|S|^2] \) the power of the speech signal. The SDW-MWF (5) then reduces to the following filter:

\[ w = R_x^{-1} a \cdot P_s A_{\text{ref}}^* \mu + \mu, \quad (7) \]

with \( A_{\text{ref}} = a^H e_{\text{ref}} \) and \( \mu = P_s a^H R_x^{-1} a \). The narrowband output SNR (i.e. per frequency bin) of this filter is also equal to \( \rho \). Expression (7) shows that the filter has the conceptually interesting structure of a spatial filter (\( R_x^{-1} a \)) followed by a single-channel Wiener postfilter \( (P_s A_{\text{ref}}^*) \mu + \mu \). Unfortunately expression (7) does not allow for an easy practical algorithm as the speech power and steering vector would have to be somehow estimated or else calibrated beforehand.

In [6], it is shown that an alternative (but theoretically equivalent) SDW-MWF formula can be derived, again assuming a rank-one speech correlation matrix (denoted here as rank-one MWF or R1-MWF), which only depends on the speech and noise second order statistics, i.e.

\[ \text{SNR}_{\text{out}} = \rho - \frac{\rho^\mu - \rho |^2}{P_s |A_{\text{ref}}|^2 \mu + P_s A_{\text{ref}} (\rho^\mu) + P_s A_{\text{ref}} (\rho^\mu)^* + \mu}. \]

(11)\

where \( \mu \) is the trace operator. Another alternative was originally proposed as distortionless multichannel Wiener filter in [7] and is denoted as spatial prediction MWF (SP-MWF) in [8]:

\[ w_{\text{SP-MWF}} = R_c^{-1} R_s e_{\text{ref}} \mu e_{\text{ref}}^H R_s e_{\text{ref}} + e_{\text{ref}}^H R_s R_c^{-1} R_s e_{\text{ref}}. \]

(9)\

In contrast to (7), expressions (8) and (9) only rely on the speech and noise second order statistics, which are relatively easy to estimate. They are however still structured as a spatial filter followed by a single-channel postfilter, where only the postfilter depends on \( \mu \), in contrast to (5).

3. IMPACT OF SPEECH SECOND ORDER STATISTICS ESTIMATION ERRORS

The impact of estimation errors in the speech second order statistics is now investigated for a scenario with a single target speech source. Inaccurate estimation of the speech statistics occurs because of several reasons [3]. The speech and noise may be nonstationary, while \( \hat{R}_s \) and \( \hat{R}_c \) are estimated at different moments in time. Speech detection errors made by the VAD will also introduce estimation errors in both the speech and the noise correlation matrices.

In the case of a single speech source, we assume the estimated speech correlation matrix \( \hat{R}_s \) is equal to (up to a scalar factor):

\[ \hat{R}_s = P_s a a^H + \Delta, \]

(10) i.e. \( \hat{R}_s \) will be equal to the theoretical rank-one matrix plus a full rank (Hermitian) error matrix \( \Delta \). By plugging (10) into the filter expressions (5), (8) and (9), the narrowband output SNR (i.e. per frequency bin) can be calculated.

It can be shown that the rank-one algorithms based on (8) and (9) always obtain a higher narrowband output SNR than the standard SDW-MWF (5). In particular, the narrowband output SNR of the standard SDW-MWF can be shown to be equal to expression (11) shown at the top of this page [8]. In this formula, \( \rho = a^H R_c^{-1} \Delta_{\text{ref}} e_{\text{ref}} \) and \( \rho'' = a^H R_c^{-1} \Delta_{\text{ref}} e_{\text{ref}} \). The obtained output SNR with estimated \( \hat{R}_s \) is thus equal to the optimal output SNR \((\rho = \rho')\) minus a positive bias term. This bias term is moreover dependent on \( \rho \), and it can be shown that the narrowband output SNR monotonically increases as \( \mu \) increases [8]. While in theory, for a single target speech source, \( \mu \) only occurs in the single-channel postfilter (formula (7)) and thus has no effect on the narrowband output SNR, in practice a high \( \mu \) value has to be chosen when using the standard SDW-MWF (5). At higher \( \mu \) values, more speech distortion is however introduced.

For the R1-MWF and SP-MWF, it can be shown that the obtained output SNR is independent of \( \mu \) and equal to [8]:

\[ \text{SNR}_{\text{out}} = \rho - \frac{\rho^\mu - \rho |^2}{P_s |A_{\text{ref}}|^2 \mu + P_s A_{\text{ref}} (\rho^\mu) + P_s A_{\text{ref}} (\rho^\mu)^* + \mu}. \]

(12)\

With the standard SDW-MWF, this output SNR can only be obtained for the limit case \((\mu \to \infty)\) as can be calculated from (11). For realistic values of \( \mu \), the standard SDW-MWF is therefore always outperformed by the R1-MWF and SP-MWF.
4. VAD ROBUST R1-MWF

4.1. VAD robustness under stationary noise

We now focus on the spatial filter part ($R_2^{-1} \alpha$) of (7). If the estimated filter is parallel to this filter, the optimal narrowband SNR performance can be achieved. We hereby assume that the single-channel postfilter can compensate for any arbitrary scaling factor so that the speech distortion is limited. First, for any values $\alpha$ and $\beta$ with $\alpha \neq \beta$, and for a single target speech source, we find that (where $\cong$ means “is parallel to”):

$$R_2^{-1} \alpha \cong R_2^{-1} \alpha e_{\text{ref}} \cong (R_2 + \alpha R_5)^{-1} (\beta - \alpha) R_2 e_{\text{ref}},$$

$$\cong (R_2 + \alpha R_5)^{-1} ([R_2 + \alpha R_5] (\beta - \alpha) R_2) e_{\text{ref}} - e_{\text{ref}},$$

$$\cong (R_2 + \alpha R_5)^{-1} (R_2 + \beta R_5) e_{\text{ref}} - e_{\text{ref}}. \quad (13)$$

This implies that if we have any two different mixes of $R_2$ and $R_5$, as in (13), a filter which is parallel to the optimal spatial filter can be obtained.

When the noise is stationary, VAD errors in the estimated noise and speech+noise correlation matrices can be modelled as [4]:

$$\hat{R}_e = R_e + \delta_1 R_5 \quad \text{and} \quad \hat{R}_g = R_e + \delta_2 R_5, \quad (14)$$

so that the spatial filter part of the R1-MWF and SP-MWF is estimated as (using $\hat{R}_e = \hat{R}_e - \hat{R}_5$):

$$\hat{w} = \hat{R}_e^{-1} \hat{R}_e e_{\text{ref}} - e_{\text{ref}},$$

$$= (R_e + \delta_1 R_5)^{-1} (R_e + \delta_2 R_5) e_{\text{ref}} - e_{\text{ref}}, \quad (15)$$

which, by (13), is parallel to $R_2^{-1} R_5 e_{\text{ref}}$. For stationary noise, we thus see that the spatial filter part of (8) and (9), remarkably, is robust against VAD errors.

4.2. VAD robustness under nonstationary noise

For (spectrally) nonstationary noise, (14) is inaccurate, as the changing noise power will lead to different weighting factors on $R_2$, i.e.

$$\hat{R}_e = \gamma_1 R_e + \delta_1 R_5 \quad \text{and} \quad \hat{R}_g = \gamma_2 R_e + \delta_2 R_5. \quad (17)$$

As a result, (13) is no longer valid and the R1-MWF will not be parallel to the optimal filter. If $\hat{R}_e$ can be scaled so that $\gamma_1 \approx \gamma_2$, the optimal performance is however again achieved. We therefore search a scalar $c$ so that $\hat{R}_e - c \hat{R}_5 \cong R_5$. As $\hat{R}_5$ is a rank-one matrix, the rank of $\hat{R}_e - c \hat{R}_5$ has to be minimized, which can be done by trace minimization [9]. This results in the following convex optimization problem:

$$\min_c \text{Tr} \{ (\hat{R}_e - c \hat{R}_5) \}, \quad (18)$$

where $[\cdot]$ is the absolute value operator. Instead of (18), we will however minimize the following convex problem:

$$\min_c \text{Tr} \{ (\hat{R}_e - c \hat{R}_5)^2 \}, \quad (19)$$

as the optimum can then be found analytically

$$c_{\text{opt}} = \frac{\text{vec}(\hat{R}_e)^T \text{vec}(\hat{R}_5)}{\text{vec}(\hat{R}_5)^T \text{vec}(\hat{R}_5)}. \quad (20)$$

where vec() stacks the columns of a matrix into a column vector.

The scaling factor obtained in (20) can be wrong if the input SNR is too high, because the trace minimization will then lead to a $c$ for which $\hat{R}_e - c \hat{R}_5 \cong R_5$. In that case the normal R1-MWF solution (without scaling of $\hat{R}_5$) is better. Fortunately, at higher input SNR’s, there are also less VAD errors so that a good performance is achieved. As a switching criterion, we propose (with $\parallel \cdot \parallel$ the matrix 2-norm):

$$1 - \text{TOL} \leq \frac{\parallel \hat{R}_e \parallel}{\parallel R_5 \parallel} \leq 1 + \text{TOL} \quad \text{then} \quad \hat{w} \leftarrow \hat{R}_e^{-1} c_{\text{opt}} R_5 e_{\text{ref}} - e_{\text{ref}}$$

else
$$\hat{w} \leftarrow \hat{R}_e^{-1} \hat{R}_5 e_{\text{ref}} - e_{\text{ref}}$$

end if

5. SIMULATIONS

We consider a binaural setup of two behind-the-ear hearing aids connected by a wireless link. There are two omnidirectional microphones per device, and we assume that the link allows for transmitting one audiosignal (i.e. the front microphone signal) to the other device (full-duplex). The noise reduction procedure therefore has access to a total of $N = 3$ microphone signals per device.

Head-related transfer functions (HRTFs) are measured in a reverberant room (SH-weighted reverberation time of 0.62s) on a Cortex MK2 manikin. We consider three acoustical scenario’s: S0N45, S315N90 and S0N90/180/270, where the target speech (S) and interfering noise (N) source(s) are positioned at the specified azimuthal angles (with $0^\circ$ in front of the head, $90^\circ$ to the right of the head).

As speech stimulus, 4 sentences of the Dutch VU sentence material [10] were used. Multitalker babble noise was used as interfering noise signal(s). To assess the performance, the speech intelligibility weighted SNR improvement [11] is calculated on the second part of the signals (last two sentences), to allow the filters to converge.

The standard SDW-MWF (5), R1-MWF (8) and VAD-robust R1-MWF (section 4.2), were implemented in a weighted overlap-add (WOLA) filterbank. The signals are sampled at $f_s = 20480Hz$, segmented in frames of 128 samples with 75% overlap, and windowed by a Hann Window. Other used parameters are: $\mu = 5$, $\lambda_0 = \lambda_9 = 0.9995$, TOL = 0.05.

As VAD algorithm, we make a decision fusion (using the wireless link) of log-energy-based VAD algorithms calculated at both sides of the head, together with a cross-correlation based VAD (which assumes a signal from 0° is target speech). The decision fusion rule is based on local SNR estimates as in [12]. We note that two of the scenarios pose a difficulty for the cross-correlation VAD: in S315N90 the speech location deviates from 0°, in S0N90/180/270 one of the noise sources (at 180°) also appears to be from 0°.

5.2. Results

In the figure, the VAD performance and left and right SNR improvements (versus the front microphone signals) are shown for input SNR’s ranging from -8dB to +8dB (measured in absence of the head). The results show that the R1-MWF indeed outperforms the standard SDW-MWF as was explained in section 3, especially at higher input SNR’s (where $\hat{R}_e$ has more weight in the SDW-MWF formula and imperfections have more impact). The VAD-robust MWF of section 4.2, denoted as c-R1-MWF, generally leads to a better performance than the R1-MWF, even if a perfect VAD is used.¹

The improvement of the c-R1-MWF is retained when using a real VAD, especially at lower SNR’s (high VAD error rate). On the other hand no performance is lost at higher input SNR’s as the algorithm then switches back to the normal R1-MWF solution.

6. CONCLUSION

In this paper, we have proven theoretically and shown through experiments on a binaural hearing aid setup that SDW-MWF algorithms, ¹For the perfect VAD, a binary decision is made for every frame (for the entire frequency range). As a result, even for a perfect VAD, $\hat{R}_e$ and $\hat{R}_g$ can be badly scaled at the frequencies with a low average input SNR (where speech is mostly absent), which can however be improved by the c-R1-MWF.
which implicitly assume a single target speech source and are structured as a spatial filter followed by a single-channel postfilter, are more robust to estimation errors in the speech second order statistics and hence outperform the standard SDW-MWF algorithm. In addition, a novel extension was proposed which further increases the robustness against estimation errors and VAD errors at low input SNR's.

7. REFERENCES


