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Abstract

Interference and delay are considered as the major reasons limiting the capacity and increasing the new call blocking probability in cellular systems. In this paper we introduce a novel strategy based on cognitive radio. Cognitive radio is defined as a radio or system that senses its environment and can dynamically and autonomously change its transmitter parameters based on interaction with the environment in which it operates, such as maximize throughput and reduce interference. The goal of the use of cognitive radio is to improve the spectrum efficiency in cellular system. Spectrum management based on radio cognitive plays thereby an important role to increase the capacity of the radio systems and spectrum utilization, especially in the context of open spectrum.
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1. Introduction

In this paper we introduce cognitive radio approach that is expected to perform more significant role in the view of efficient utilization of the spectrum resources in the future wireless communication networks. The spectrum utilization efficiency is defined as the ratio of information transferred to the amount of spectrum utilization. Our approach is reactive approach, in that it enables, via negotiation, learning, reasoning, prediction, active sense, identification, changes in the base station’s parameter to meet the new services requirements in modern wireless networks and future challenges in cellular systems. A major challenge with cognitive radio approach is to be done in near real-time and to keep up with an ever changing RF environment without overly computationally complex. Various resource allocation strategies are proposed to optimize the resource allocation in cellular system by reducing the call blocking probability [2,3,5,6,8] in cellular systems. The call blocking probability is often measured in terms of two blocking probabilities, the arriving call blocking probability, and the handover blocking probability. Analyses and studies in [9–11] show that the call blocking probability in handover is caused by two main parameters, interference and delay. Interference leads to missed and blocked calls due to errors in the digital signaling. Between transmitter (Base Station, BS) and receiver (Mobile Station, MS), the channel is modeled by several key parameters. These parameters vary significantly with the environment (urban, rural, mountains). There are different type of interference that when not minimized, decreases the ratio of carrier to interference power at the periphery of the cells, causing diminished system capacity, more handover [1,4], and more dropped calls. To reduce the handover blocking probability in cellular systems has been proposed various schemes as, prioritized handover schemes and handover with queuing [4]. In some application fields like real-time communication and industrial automation is needed to ensure a seamless and lossless handoff. Which means the handover latency should be zero. For efficient handover management, Handover is a basic mobile network capability for dynamic support of terminal migration. Handover Management is the process of initiating and ensuring a seamless and lossless handover of a mobile terminal from the region covered by one base station to another base station. In this paper we consider the handover call blocking probability in cellular systems.

The paper is organized as follows: Section 2 introduces the system model and the social agent strategies. Section 3 discuss and analyze the handover call blocking probability based on simulation results and Section 4 concludes the paper.

2. Problem Description

Over the last two decades, the demand for mobile host...
and multimedia services increased rapidly. One of the biggest challenges in supporting multimedia applications in cellular systems is to fulfill the mobile user demand and satisfy his preferences under the constraint of the limited radio bandwidth, and to utilize the limited spectrum availability to meet the increasing demand for mobile service. Some of the most often used methods to increase the spectral efficiency are resource allocation schemes. Various channel allocation schemes have been introduced to provide Quality of Service (QoS) [14,15,16] and efficient channel utilization in cellular networks. There are many parameters to measure the QoS of a network. These include throughput, latency, service availability etc. The blocking probability is one of the most important QoS parameters. Since users are mobile, the QoS of wireless networks are often measured in terms of two probabilities: the new arriving call blocking probability and the handoff blocking probability. Hence, this paper deals with the main issue: How to allocate resources (e.g. frequency channels) to radio ports of a wireless system (e.g. cells in a cellular mobile network) that can improve the traffic performance of network (e.g. lower blocking probability in voice networks, lower latency in data networks etc.)?

In the modern data communication systems, we consider the power transmission as the resources. An increase of transmission power enables the increase of data rate and subsequently shorter transmission time. On the other hand, an increased transmission power causes more interference in neighboring cells. One of the physical measures of RF channel quality is the carrier-to-interference or CIR. This ratio is logarithmically proportional to the signal quality enjoyed by the receiver of the signal. The larger the C/I ratio, the better the channel quality is. If the measured C/I falls below a certain level, CIRmin which depends on system type and operator requirements, the mobile should be in the coverage region of another cell and a call handoff should be performed. The interior of the cell should provide C/I ratio which exceed this level, unless the mobile is located in an RF coverage “hole.” In general, for a feasible solution for the resource managements in the cellular systems must be satisfied four requirements as follows:

- Coverage requirement: each of the MS locations must be able to connect at least to one base station and the received signal strength must exceed a given level \( P_{\text{min}} \).
- Transmitter power requirements: the transmitted power of the mobile stations in the system must not exceed a maximum level \( P_{\text{max}} \).
- Downlink SIR requirement: each downlink SIR must exceed a threshold of SIRth.
- Uplink SIR’s requirement: each uplink SIR must exceed a threshold of SIRth.

In this case, we consider the problem of minimizing total transmitter power. To minimize the total transmit power, subject to the constraint that each transmitter/receiver attain a maximum allowed outage probability i.e., a minimum allowed quality of service and subject to limits on the individual transmitter power, we formulate the problem as follows:

\[
\text{minimize } P_1 + ... + P_n
\]

Subject to \( P_i^{\text{min}} \leq P_i \leq P_i^{\text{max}}, \ i = 1, ..., n \)

Here, \( P_i^{\text{min}} \) and \( P_i^{\text{max}} \) are the minimum and maximum transmitter power for the transmitter \( i \). To handle the resource allocation problem in cellular systems we introduce the cognitive radio scheme. For the channel allocation problem, the main goal is to bring more distribution of control. In cognitive radio scheme, each cell (base station) is managed by an agent. The resource in the system will be distributed and allocated through interaction between agents and limited to the domain of the agents. In other words, the channel allocation problem can be restricted to one domain, so that the agents can be placed in the base stations.

3. Power Control Based on CR

Each cell \( i \) can acquire amount \( i \) while the level in the cell is denoted by \( h_i \) (the demand of channel in each cell depends on the arrival call in the cell). We assume, that the mass flow of resource in the cell \( i \) is proportional to the vector of the required set points of the levels, (to meet the call arrival rate), are given by \( h_i \). We further assume that the equilibrium point \( (u_{\text{eq}}, h_{\text{eq}}) \) is known (channel allocation). The control task is the regulation of disturbances (plus the interference) of the resources in the cells. Each cell is considered as a single subsystem and associated with an agent. The input variable of each agent \( i \) is the deviation \( \Delta h_i(k) \) of the resource amount.

\[
\Delta h_i(k) = h_i - h_{\text{eq}}
\]

The output variable is the value position

\[
u_i(k) = \Delta u_i(k) + u_0
\]

which is the sum of the deviation \( \Delta u_i(k) \) and the equilibrium position \( u_0 \). Since the equilibrium position is known, the agent only has to compute the output variable \( \Delta u_i(k) \). Since the amount of the resources that flows into the cell is limited, the absolute Value \( |\Delta u_i(k)| \) is considered as the resource variables. Now each agent can either play the role of the consumer or the producer. A positive deviation \( \Delta h_i(k) \) means that the cell “needs” some more resource to reach the required level (i.e. to allocate all calls).

\[
\Delta h_i(k) = h_i - h_{\text{eq}} > 0 \quad \text{i.e.,} \quad h_i > h_{\text{eq}}
\]
Thus, the related agent can be declared as a consumer, which has to acquire a certain amount of the resource. This demand of consumer $i$ at instance $k$ is denoted by $r_{Di}(k)$. The goal of the consumer is to maximize his utility, (i.e. by reducing the call blocking probability). $J_C(k)$ with
\[
\frac{J_C(k)}{r_{Di}(k)} = \Delta h_i(k) - r_{Di}(k) \cdot I(k)
\] (4)

The relative utility is a composition of two terms. The first term takes into account that the utility of the cell from getting some resource increases with increasing deviation $\Delta h_i(k)$. The second term denotes the consumer’s expenditure (allocation) with respect to his interference $I(k)$. Its utility decreases with increasing expenditures. The minimization of the call blocking probability $J_C(k)$ leads to the consumer’s demand:
\[
r_{Di}(k) = \Delta h_i(k) \cdot \frac{1}{I(k)}
\] (5)

The demand is a function of the interference. An increasing of the interference leads to a decreasing demand. In the case of a negative deviation $\Delta h_i(k)$, the cell contains too much free resources. Hence, the related agent is considered as a producer which wants to gift this resource to the consumers with the goal to maximize system capacity/efficiency and its profit $J_P(k)$, denoted by
\[
\frac{J_P(k)}{r_{Di}(k)} = |\Delta h_i(k)| \cdot I(k) - r_{Di}(k)
\] (6)

The relative profit contain two terms; The first term takes into account that the utility of the producer increases with his income and with increasing deviation $|\Delta h_i(k)|$. The second term is production costs that are assumed to be proportional to the supply. The maximization of $J_P(k)$ leads to the supply of producer agent $i$:
\[
r_{Pi}(k) = |\Delta h_i(k)| \cdot I(k)
\] (7)

One problem occurs: If all agents are producers or all agents are consumers. However, there is always nominal channels/resources in the cells (nominal channel can be used only from own cell). Therefore, obviously have a permanent producer, which is independent of the amount of resource (swapping method). Assuming $n$ coupled cells, the actual number of producers at the instance $k$ is $m$ while the actual number of consumers is $q$ with $n = m + q$. Each consumer agents computes his demand while each producer agents computes his supply. All functions are transmitted to an auctioneer agent using the communication network (the auctioneer could be the distributor agent, $(D)$. The task of the auctioneer is the computation of the equilibrium using the constraint that the sum of all demands has to equal the sum of all supplies:
\[
r_{Di}(k) + \sum_{i=1}^{q} r_{Di}(k) = r_{Pi}(k) + \sum_{j=1}^{m} r_{Pi}(k)
\] (8)

Hence the output variables $\Delta u_i(k)$ are
\[
\Delta u_i(k) = \Delta h_i(k) \cdot \frac{1}{I(k)} , i \text{ consumer.}
\]
\[
\Delta u_i(k) = \Delta h_i(k) \cdot I(k) , i \text{ producer.}
\]

*Power control*

The power control can raise the network capacity. Some power control algorithms [17,18,19,20] based on the idea of balancing the SIR of all radio links have been introduced, but the final SIR achieved by those algorithms may be unsatisfactory for some of the links. Some calls must be dropped in order to keep the SIR of other calls higher than the predefined threshold value. Obviously, the efficiency of radio resource management is dependent on the channel assignment and the power control. The combination of DCA and power control to obtain some substantial capacity gains has been reported in [22], however, because no channel pre-selection is done before the channel probing procedure, inadvertent dropping of calls caused by originating calls can occur so often that all unsuccessful (blocked or dropped) calls are unintentionally dropped calls and not blocked calls. In addition, an exhaustive search and too frequent intra-cell handoff access will decrease the system capacity and make the algorithms difficult to implement in real networks. Here, a cognitive radio algorithm with power control is proposed. The power that is transmitted both from the mobile equipment and from the base station has a far-reaching effect on efficient usage of the spectrum. Power control is an essential feature in mobile networks, in both uplink and downlink. When a mobile transmits high power, there is enough margin in the critical uplink direction. But it can cause interference to other subscriber connections. The power of the signal transmitted by the base station antenna should be kept to a level above the required threshold without causing interference to the mobiles. Mobile stations thus have a feature such that their power of transmission can be controlled. This feature is generally controlled by the BSS. This control is based on an algorithm that computes the power received by the base station and, based on its assessment, it increases or decreases the power transmitted by the mobile station. The signal power at the $i$th receiver is given by $G_{i}F_{i}P_{i}$ [21], and the total interference power is given by $\sum_{k \neq i} G_{i}F_{i}P_{i}$.

The SIR of the $i$th receiver (or transmitter) is given by
\[
SIR_i = \frac{G_{i}F_{i}P_{i}}{\sum_{k \neq i} G_{i}F_{i}P_{i}}
\] (9)
\[
SIR_i = \frac{G_i F_i P_i}{I_i}
\]  

(10)

We assume that the QoS requested is provided when the SIR exceeds a given threshold \( SIR^{th} \). The outage probability of the \( i \)th receiver/transmitter pair is given by

\[
O_i = \Pr \{ SIR_i \leq SIR^{th} \}
\]

(11)

The outage probability \( O_i \) can be interpreted as the fraction of time the \( i \)th transmitter/receiver pair experiences an outage due to fading. Note that in our expression for \( O_i \), we take into account statistical variation of both received signal power and received interference power. We now consider the market method to regulate the SIR. By ignoring all statistical variation of both signal and noise power, the signal power at the \( i \)th receiver is then \( G_i P_i \), and the interference power at the receiver is given by \( \sum_{k \neq i} G_{ik} P_k \). Then the SIR at the \( i \)th receiver is given as

\[
SIR^n_i = \frac{G_i P_i}{\sum_{k \neq i} G_{ik} P_k}
\]

(12)

We interpret \( SIR^n_i \) as follows: this is what the signal-to-interference of the \( i \)th transmitter/receiver pair would be, if the fading state of the system where \( F_i = \ldots = F_n = 1 \). We also define

\[
SIR^n = \min_i SIR^n_i = \min_i \frac{G_i P_i}{\sum_{k \neq i} G_{ik} P_k}
\]

(13)

which is the minimum SIR of the system over all transmitter/receiver pairs. Like the outage probability \( O_i \), the \( SIR^n \) gives a figure of merit for the system and power allocation. We define the market regulation/control method of the system and power allocation as the ratio of the market control SIR to the signal-to-interference reception threshold

\[
MCA = \frac{SIR^n}{SIR^{th}} = \min_i \frac{G_i P_i}{\sum_{k \neq i} G_{ik} P_k}
\]

(14)

There is a relation between MCA and \( O_i \); when MCA is large (which means that the SIR, ignoring statistical variation, is well above the minimum required for reception), we should have small \( O_i \). Let

\[
\delta_i = \frac{G_i}{I_i}
\]

denote the channel variation. \( \delta_i \) will be estimated and predicted in the proposed power control scheme.

\[ I_i = \sum G_{ia} F_{ia} \] presents the received interference. \( G_{ia} \) is the link gain from mobile station \( k \) to base station \( i \). Suppose, that the highest transmitted power allowed is \( P_{\text{max}} \) and that the lowest transmitted power allowed is \( P_{\text{min}} \). The social agent that SNR oriented uses the following technique to regulate the SNR between the cells. The proposed technique operates in the following way:

- For any cell, two sets of cells are considered as interfering cells. The channel state information (allocating or releasing) of each cell is locally exchanged to its interfering cells. Every cell maintains a list of the cost for all channels. The cost function is used to decide the cost of a channel. The cost of a channel in a cell is updated (increased or decreased) in real time if a co-channel call is accepted or terminated (dropping and departure) in one of the cell’s interfering cells.
- When a call arrives in a cell, the free channel with highest priority (lowest cost) is chosen for call setup and the call power probing process is activated. The procedures of the power probing for a new (or handoff) call are:
  1) Assigning the minimum transmitted power \( P_{\text{min}} \) to the new call \( \rho \).
  2) Measuring the SIR value \( \gamma_{\rho} \) of the call.
  3) If \( \gamma_{\rho} \geq \gamma \), adjusting the power of the call and going back to step 2; if \( \gamma_{\rho} \geq \gamma \) and \( P_{\text{min}} \leq P_{\rho}(k) \leq P_{\text{max}} \), this call is admitted into service with this power and the call power probing process is ended.
  4) If a power cannot be found in the range of \([P_{\text{min}}, P_{\text{max}}]\) with which the SIR value \( \gamma_{\rho} \geq \gamma \), or the probing iteration number is larger than a pre-assigned value, the probing is moved to the next highest priority channel. Actually, an exhaustive searching is not allowed in a system. Hence, we prescribe that if four channels have been evaluated, but the SIR requirement is still not satisfied, the call is blocked.
  5) If a call is in service, the power control algorithm is used to maintain its quality. Each base station monitors its own served calls at some time interval. We assume that all base stations are synchronized (actually the algorithm works asynchronously either). When the SIR of a call falls below the target value, the power control procedure is requested. However, if the maximum transmitted power is requested or the number of iterations of power level adjustment is larger than the allowed value, but the SIR is still below a specified value (e.g., the call dropping threshold value), the handoff procedure is requested. The “call set-up” procedure will begin to search for a channel for handoff. If a channel is found, the call is moved to this channel. Otherwise, the call is dropped.

4. System Model

A cellular network consists of an array of cells. We par-
tition the cellular network to clusters. For each cell we set a social agent, as depicted in Figure 1. By using a radio cognitive approach, we aim to achieve an optimal network capacity, minimizing interference to other signals and to reduce messages complexity and channel acquisition delay that are considered the main reasons to block the new calls. A radio cognitive approach may be able to sense the current spectral environment, and have information of past transmitted and received packets along with the power, bandwidth, and modulation. By considering all this, it makes better decisions about how to best optimize for some overall goal. Under heavy traffic load, and if a vacant channel is not found, the social agent then tries to obtain an exclusive channel by optimization of channel distribution based on iterative swapping scheme [23]. In which the social agent changes the channel distribution anew. We partition the set of channels into active and passive channels. The active channels are defined as the channels, which can be used by own cell. Furthermore the active channels can be simultaneously used in different cells without any interference if they are a minimum reuse distance ($D_{min}$) apart from each other [23]. The passive channels are defined as the channels, which can be used by neighbor cells. Furthermore, the free channel will be expressed as 1 and the busy channel will be expressed as 0. The set of channels are classified and assigned uniform to cells in real-time.

4.1. Social Agent Negotiation Strategy

Compared to the traditional negotiation strategy that offers high messages complexity, we are interested in applications where negotiation between social agents serves to solve the resource allocation problem in cellular systems. Furthermore we anticipate concern the feasibility of reaching an allocation of resources that is optimal from a social point of view. Social agents often need to interact in order to improve their performance. One type of interaction that is gaining an increasing interest is dynamic negotiation. The goal of negotiation is the maximization of the utility of a future decision. In distributed dynamic environment, each cell has an objective that specifies its intention to acquire a free channel for call establishment. That objective should be achieved in a certain amount of time, specified by a deadline. Negotiation stops when this deadline is reached.

4.2. Social Agent Decision Strategy

In this phase the agent deals with handover request as illustrated in Figure 2. The social agent’s decision about the handover process is focused on quality of service requirements (e.g. signal power, signal-to-noise ratio and delay). The signal-to-noise ratio (SNR or S/R) defined as the ratio of a signal power to the noise power corrupting the signal. The social agent estimates the SNR and then determines to carry out the handover or not. Furthermore the agent collects information about the adjacent cells. Based on the collected information from the adjacent cells, the agent determines the next handover cell. The handover based on SNR can be divided into two main categories:

1) The first scenario is based on received SNR from the base station only. This method decides handoff when the SNR from current station is smaller than another station. This kind of method is simple but will take place repeated or unnecessary handoff.

2) The second scenario is based on relative SNR with threshold. In this approach, handoff is initialed when the average SNR falls below a certain threshold value. This method can avoid unnecessary handoff when the current station signal is still satisfactory.
4.3. Social Agent Reasoning Strategy

The radio approach draws its decision based on employing a cost function [24]. The resource agent allocates to a request, the channel of which the cost function is minimal. The cost function basically computes the interference level. The cost functions can be collectively expressed in a general expression:

\[
J_k = \sum_{i \in I_c} (C_i q_i)
\]

where \( J_k \) is the channel interference cost unit for the \( k \)-th channel, \( I_c \) denotes the set of co-channel interference cells related to cell \( C \). \( C_i \) denotes the binary status of \( I_i \) which signifies that

\[
C_i = \begin{cases} 
0, & \text{channel } k \text{ causes no interf. in cell } i \\
1, & \text{channel } k \text{ causes interf. in cell } i 
\end{cases}
\]

\( q_i \) is used to reflect the interference between the interfering cell \( i \) and cell \( C \). Therefore, any available channel having minimum value of \( J_k \) is to be allocated to a new call arising in cell \( C \). To obtain an optimal reasoning, the social agents consider aggregation rules that enable the social agents to change the currently held reasoning upon acquiring new information. Information and actions that affect the social agent decision in handover process are described below.

- Handover process starts if the mobile station receives a weak SNR.
- Mobile station moves to neighbor cell that have the highest number of free channel to ensure that the call is not blocked.
- Chooses channel with the lowest interference from the set of free channels. \( \text{channel}(k) = \arg \min_{i} I_k \)
- Using iterative swapping scheme to avoid high interference.

\[
\begin{align*}
& t = 0 \\
& \text{FOR } i = 1 \text{ to } k \text{ DO } r(t) = \text{choose}(V) \\
& \text{REPEAT} \\
& \text{FOR } i = 1 \text{ to } k \text{ DO } C_i = \phi \\
& \text{FOREACH } v \in V \text{ DO } \\
& \quad x = \arg \min_{i \in [1,...,k]} d(r(t), v) \\
& \text{ENDDO} \\
& \text{FOR } i = 1 \text{ to } k \text{ DO } \\
& \quad r(t) = \text{minimize}(\text{interf}(C_i)) \\
& \text{UNTIL } (\forall r_i : d(r(t), r(t-1)) < \varepsilon, \quad t > t_{\text{max}}) \\
& \text{return } (\{r(t), ..., r_k(t)\})
\end{align*}
\]

4.4. Social Agent Beliefs

The new call in cell is blocked when there are no more free channels in the cell or the QoS requested cannot be provided as the SIR is under a given threshold SIR\(^{\text{tgt}}\). By computing the call blocking probability in handover process, we consider four social agent decision scenarios that are described below.

1) Probability (Approve, SNR > SIR\(^{\text{tgt}}\))
2) Probability(Reject, SNR < SIR\(^{\text{tgt}}\))
3) Probability(Approve, SNR < SIR\(^{\text{tgt}}\))
4) Probability(Reject, SNR > SIR\(^{\text{tgt}}\))

4.5. Interference Area Identification

In a mobile system, since the mobile stations can move between cells, the number of mobile stations within a cell at a given time can never be known exactly in advance. However, we can estimate roughly the location of the mobile stations. To avoid the call blocking by handover, it is important to identify the interference area. The interference area can be considered as the node of decision to hand over to a new cell. Denote \( P_t \) as the trans-itter power of the base station, \( G \) the antenna gain, \( d \) the distance between the transmitter and receiver and \( N_0 \) as the thermal noise power. Generally, then, the received signal-to-noise ratio (SNR) at the \( k \)-th user in cell-1 is given by

\[
\gamma_{1(d_i)}^j = \frac{P_G(d_i)}{N_0}, \quad \gamma_{2(d_i)}^j = \frac{P_G(d_i)}{N_0}, \ldots, \gamma_{j(d_i)}^j = \frac{P_G(d_i)}{N_0}
\]

for \( j = 1, ..., k \). The signal-to-noise ratio (SNR or S/R) \( \gamma_k \) is defined as the ratio of a signal power to the noise power corrupting the signal. Hence, following Markovian analysis, the social agent can predict the average blocking probability of user \( k \) being served by the base station based on calculation of the interference area for cell \( i \) which is greater than a given target value for cell \( i \), \( \gamma_{i}^{t_{\text{tgt}}} \). This blocking probability is:

\[
P_n = \frac{1}{n} \sum_{i=1}^{n} \delta_i
\]

where \( \delta_i = \begin{cases} 
1 & (\gamma_k - \gamma_{i}^{t_{\text{tgt}}}) < 0 \\
0 & \text{Otherwise}
\end{cases} \)

4.6. Active Sense Environment

In sense environment the radio cognitive approach takes in consideration the following parameters, propagation model, traffic model and amount of the information. This represents the maximum amount of information that can be conveyed through a communications channel. From an information theoretic perspective, a communications channel is responsible for passing data between two points, and will likely add some sort of noise to be original signal. In other words, the original signal reception is
possible only when the relation of energy per bit $E_b$ to noise spectral density $N_0$ is appropriate. Low value of $E_b/N_0$ will cause the receiver to be unable to decode the received signal, while a high value of the energy per bit in relation to noise will be perceived as interference for other users of the same radio channel. For example, for CDMA systems, the bit energy-to-interference-and-noise-spectral density ($E_b/N_0$) is SINR multiplied by the number of information bits modulated by the spreading code, whereas the carrier-to-interference-and-noise-power ratio ($C/1$ or $C/I$) is equal to ($E_b/N_0$) divided by the length of the spreading code. The ratio $E_b/N_0$ is given by

$$E_b / N_0 = G_p (C / I)$$

(19)

where $G_p$ is the processing gain, and the ratio $C/I$ of the user is given by

$$C / I = P / E(I)$$

(20)

To calculate the received signal-to-noise ratio (SNR) at the $k$th user is given by

$$\gamma_k (r_k) = \frac{PG(r_k)}{N_0}$$

(21)

For our purposes we focus on the Shannon Theorem, which states for additive white Gaussian noise (AWGN) channel. The channel capacity is given by

$$C = W \log_2 (1 + \xi \gamma_k)$$

(22)

where $\xi$ is the bit error rate.

5. Simulation Results

The radio cells treat licensed users, other unlicensed radio networks, interference, and noise all as interference affecting the signal-to-interference ratio (SIR). Higher interference yields lower SIR, which means lower capacity is achievable for a particular signal bandwidth and interference in the radio channel and reduces the quality of the transmission. There are different quantities that measure the quality as signal-to-interference ratio (SIR) and the bit-error rate (BER). SIR, referred to also as signal-to-interference-and-noise ratio (SIR) to emphasize the presence of background noise, is the ratio between the power of the desired signal and the power of the interference (plus noise). In Figure 3, two different mobile radio systems are illustrated. Mobile station MS$_A$ is located at the cell boundaries of system $A$, however very close to base station BS-B, due different reasons like receiving a weak SNR (finding the mobile station in rural area) or due interference that may occur at base station BS$_A$ from base station BS-B. To maintain a reliable connection between the user and the base station, the SIR at the receiver should be no less than some threshold that corresponds to QoS requirement such as the bit error rate. Figure 4 shows that the received signal to interference ratio varies greatly over the duration of the simulation. Figure 5 describes the average received power by the

Figure 3. Traffic model.

Figure 4. The received SNR.

Figure 5. The received power vs. distance.
users. Figure 6 describes the social agent strategy that may agree on a deal to exchange some of the resources they currently hold, in order to increase the social agent utility. Figure 7 describes the bandwidth efficiency. Figure 8 describes the blocking probability related to the SNR.

6. Conclusions

In this paper we have presented the principles of handoff procedures and described some of the procedures used in various types of systems. Furthermore we have proposed a radio cognitive for handover management to reduce the interference which is sourced by channel acquisition in cellular system. In general, there are different reasons that caused the interference in cellular system, such as power which is also an important resource. Allocation of power in the proper channels can increase capacity and avoid interference.
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