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Abstract

The analysis of network data is an area that is rapidly growing, both within and outside of the discipline of statistics.

This review provides a concise summary of methods and models used in the statistical analysis of network data, including the Erdős-Renyi model, the exponential family class of network models and recently developed latent variable models. Many of the methods and models are illustrated by application to the well-known Zachary karate dataset. Software routines available for implementing methods are emphasised throughout.

The aim of this paper is to provide a review with enough detail about many common classes of network model to whet the appetite and to point the way to further reading.
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1 Introduction

Network modelling has long been of interest to statisticians but in recent years it has begun to rapidly evolve, attracting growing interest both within statistics and more widely. A network is any dataset that is composed of actors or nodes upon which we have relational data. These relationships may be directed or undirected; they may be or discrete or continuous and are often continuous but measured as discrete.

In recent times, analyses of network data have created headlines in both the peer-reviewed academic literature and in mainstream media. Christakis and Fowler (2007), for example, concluded that “people were most likely to become obese when a friend became obese” in an analysis based on a large thirty two year social network study; this analysis received widespread publicity in the mainstream media including the New York Times. Subsequent studies by the same researchers have also claimed that network effects are important in smoking (Christakis and Fowler, 2008), happiness (Fowler and Christakis, 2008) and alcohol consumption (Rosenquist et al., 2010), although these findings are not without controversy (Lyons, 2011). Furthermore, the onset of Web 2.0 social networking sites such as Facebook and Linkedin have allowed the comparatively easy collection of huge contemporary social network datasets (e.g. Traud et al., 2011). Network analysis has also become a popular method of investigation in the biological sciences in terms of protein-protein, gene-gene and gene-protein interaction networks. Indeed “analysis of protein-protein interaction (PPI) networks has become a major thrust in systems biology research” (Wu et al., 2009). Other applications of networks analysis include terrorist networks (Krebs, 2002), sexually transmitted infections (De et al., 2004), financial fraud (Senator et al., 1995) and co-citation networks (Lazer et al., 2009), to name but a few.

In this paper we present a succinct review up to and including the current state of the art in statistical network modelling. Section 2 provides an introduction to the terminology and concepts from graph theory which are commonly used in network analysis. Network visualisation methods are discussed in Section 3. Some of the classical probabilistic models are outlined in Section 4 and more complex latent variable models are introduced in Section 5. Goodness-of-fit and model validation methods are briefly discussed in Section 6. In the concluding Section 7 we outline some of the challenges that lie ahead. In an accompanying supplement we provide results of all models applied to a larger Facebook network along with the code used to create the figures and results presented, along with some not included in this paper due to space constraints.

For simplicity of exposition, we confine our study to models for static binary network data; thus the relationship between nodes is that either a link (edge) is
present or it is not, with relationships only considered at one occasion (static). While more complex network data exists, we note that the network models developed for such data are (thus far) extensions of the models discussed in this paper. We cite the literature in cases where such developments exist.

Other reviews and collections that give excellent overviews of social network analysis and statistical modelling of network data include Wasserman and Faust (1994), Carrington et al. (2005), Wasserman et al. (2007), Airoldi et al. (2007) and Goldenberg et al. (2010). While these offer summaries of statistical network modelling that are possibly more comprehensive than our own, we offer this document as an alternative and more concise paper with a focus on brevity and on the relationships between various statistical network models. This paper is intended to serve as a contemporary text to provide introductory level material, with appropriate references. We note that statistics is only one of many fields in which network analysis is a topic of interest. A wide range of non-probabilistic models are available in the computer science, machine learning and other literature; this review concentrates on the statistical modelling of network data rather than on deterministic approaches.

1.1 Zachary’s Karate Club

We demonstrate ideas and examples throughout the paper using the well known Zachary’s Karate club data (Zachary, 1977). This dataset was chosen for familiarity and for compatibility with a wide range of the methods reviewed in this paper. While the network is discussed in more detail in subsequent sections, here we provide some context. The dataset consists of the friendship network of 34 members of a university based karate club. It was collected following observations over a three year period in which a factional division caused the members of the club to formally separate into two organisations. While friendships within the network arose organically, a financial dispute regarding the pay of part time instructor Mr. Hi tested these ties, with two political factions developing. Key to the dispute were two members of the network, the aforementioned Mr. Hi and club president John A. When the dispute eventually led to the dismissal of Mr. Hi by John A., his supporters resigned from the karate club and established a new organisation, headed by Mr. Hi. The dataset exhibits many of the phenomenon observed in sociological studies, namely the development of communities and emergence of prominent figures. It is thus ideal for the demonstration of statistical models which seek to identify such behaviours in a quantifiable manner.
2 Graph Theory & Descriptive Statistics

In this section we provide a brief review of the common terminology and notation used in the literature, as well as a description of empirical network statistics.

2.1 Basic Definitions and Measures

A network is typically described using the language of graph theory. A graph $G(N, L)$ consists of a set of $N$ nodes (or vertices) $N = \{n_1, n_2, \ldots, n_N\}$ and a set of $L$ edges (or connections) $L = \{l_1, l_2, \ldots, l_L\}$, which denotes the links between nodes. An adjacency or socio-matrix $Y$, of dimension $N \times N$ can also be used to represent $G$, with

$$y_{ij} = \begin{cases} 1 & \text{edge exists from node } n_i \text{ to node } n_j \\ 0 & \text{otherwise} \end{cases}$$

Note that this applies only for a binary network. Weighted (or valued) networks are described using non-negative integer values for the entries in $Y$. Binary networks are also expressible using an edge list $E$. This is a two column matrix with edge $l$ given by the $l^{th}$ row of $E$ and where $e_{l1}$ is the node index of the source of edge $l$ and $e_{l2}$ is the destination node of the edge.

**Reflexivity, Symmetry** These terms refer to behaviour common within many observed real world networks. A node $n_i$ is reflexive if it is adjacent to itself, that is if $y_{ii} = 1$. This may or may not be possible in a network, depending on the data in question. In friendship data, for example, an actor’s relationship with themselves is typically ignored or treated as undefined, whereas in protein-protein interaction data, proteins are often capable of self-interaction. Ties within a network may be symmetric or reciprocal. For example, in many instances we expect ties of friendship to be returned, or mathematically, that between two nodes $n_i$ and $n_j$, we have $y_{ij} = y_{ji}$. The graph representing an asymmetric network is said to be directed, in which case it may be referred to as a digraph. A symmetric network is also referred to as undirected.

**Transitivity** A third commonly observed phenomenon is that of transitivity. This may be loosely interpreted as “the friend of my friend is my friend.” More
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1 We do not discuss in detail the relationship between estimating graphical models and network analysis, apart from noting that much of the terminology and statistics overlap. For example, estimation of a sparse Gaussian graphical model by regularisation of the inferred precision (inverse covariance) matrix using lasso type methods is the subject of some recent research (see for example Friedman et al. (2008) and Meinshausen and Bühlmann (2006)). These methods seek to establish which variables in a model are dependent and the resulting graph resembles a network. However, this topic is not to be confused with network analysis where the links between nodes are the data.
formally, a graph displays transitivity if nodes $n_i$ and $n_j$ being connected and nodes $n_j$ and $n_k$ being connected implies that node $n_i$ is likely to be connected to node $n_k$. That is, if $y_{ij} = 1$ and $y_{jk} = 1$ then this implies that $P(y_{ik} = 1)$ is greater than if $y_{ij}$ and $y_{jk}$ are zero. There is no rigid definition of when a graph is transitive, rather there are continuous measurements of transitivity such as the ratio of number of triangles to connected triples in the graph.

**Geodesic Distance, Connectedness and Diameter** Graph theory also provides tools to measure the connectivity structure of a network. The *geodesic distance* $d(i, j) = \min_k y_{ij}^{[k]} > 0$ denotes the degree of separation, or length of the shortest path, between nodes $n_i$ and $n_j$, where $y_{ij}^{[k]} = 1$ if there is a path of length $k$ between nodes $i$ and $j$. If the geodesic distance is finite for all nodes in the network, the graph is said to be connected. Otherwise, the graph is unconnected.

When the graph is unconnected, it can be decomposed into components, or maximally connected sub-graphs. The *diameter* of a graph is defined to be the largest geodesic distance (i.e. the length of the longest shortest path) between any two nodes in the network.

Using this terminology, we can describe the Karate Club dataset in more detail. The data is an undirected graph, consisting of 34 irreflexive nodes and 78 undirected edges. The diameter of the Zachary Karate Club is 5 and a path of this length is highlighted in Figure 2(a). While our dataset is connected, this is in fact because it is the largest component of a larger dataset, with many members disengaged from the political in-fighting within the group, and excluded for this reason (Zachary, 1977).

### 2.2 Network Summary Statistics

While the set of edges $L$ measures the interaction between all actors in the network $N$, we may be interested in how actors interact at a more local level. This behaviour within the graph can be summarised using various statistics; these are particularly relevant to the models discussed in Sections 4.2 and 4.4.

The simplest way to quantify a node’s connectivity is to consider the number of nodes with which it is incident. The *degree* of a node $n_i$ in an undirected graph is the number of edges incident with the node, so that $d(n_i) = y_{i+} = \sum_j y_{ij} = y_{+i} = \sum_{j=1} y_{ji}$. For a directed graph, the *indegree* is given by $d_i(n_i) = y_{+i}$ and *outdegree* by $d_o(n_i) = y_{i+}$.

Next, we consider a network at the dyadic level. This is where we only consider the interaction between two actors in the network. A directed graph consisting of two nodes can take one of three states: *mutual* when $y_{ij} = y_{ji} = 1$, *asymmetric* when $y_{ij} = 1$ and $y_{ji} = 0$, and *unconnected* when both $y_{ij}$ and $y_{ji}$ are zero.
when \( y_{ij} = 1 \) and \( y_{ji} = 0 \), or vice-versa, or null when \( y_{ij} = y_{ji} = 0 \). Counting how often these states occur across the entire network is referred to as the dyad census.

In order to study higher degree network effects, particular types of sub-graph are of interest, such as \( k \)-cliques (a sub-graph of \( k \) nodes where all nodes are connected to each other), or \( k \)-stars (a sub-graph of \( k + 1 \) nodes in which \( k \) of the nodes are connected through a single node) — of particular interest are 3-cliques, or triangles, which illustrate transitivity at its most local level. Examples of these graph structures are shown in Figure 1.

<table>
<thead>
<tr>
<th>( k = 2 )</th>
<th>( k = 3 )</th>
<th>( k = 4 )</th>
<th>( k = 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="https://via.placeholder.com/150" alt="k=2" /></td>
<td><img src="https://via.placeholder.com/150" alt="k=3" /></td>
<td><img src="https://via.placeholder.com/150" alt="k=4" /></td>
<td><img src="https://via.placeholder.com/150" alt="k=5" /></td>
</tr>
<tr>
<td><img src="https://via.placeholder.com/150" alt="k=2" /></td>
<td><img src="https://via.placeholder.com/150" alt="k=3" /></td>
<td><img src="https://via.placeholder.com/150" alt="k=4" /></td>
<td><img src="https://via.placeholder.com/150" alt="k=5" /></td>
</tr>
</tbody>
</table>

Figure 1: Examples of \( k \)-cliques (top row) and \( k \)-stars (bottom row). Note that typically the \( k \) in \( k \)-cliques and in \( k \)-stars refer to the number of nodes and edges involved respectively. That is, a \( k \)-star involves \( k + 1 \) nodes.

The total number of triangles in a graph, \( T(Y) \), can be found directly by calculating \( T(Y) = \sum_{i\leq j \leq k} y_{ij} y_{jk} y_{kl} \). Obtaining other summary statistics is less straightforward. Hunter and Handcock (2006) define statistics \( D_0(Y), \ldots, D_{N-1}(Y) \) and \( P_0(Y), \ldots, P_{N-2}(Y) \) as the degree distribution and partner distribution of \( Y \) respectively. \( D_i(Y) \) is defined to be the number of nodes in the network \( Y \) with degree equal to \( i \). \( P_i(Y) \) is defined to be the number of dyads which are incident with each other and share exactly \( i \) neighbours in common. Several statistics of interest may then be directly computed using \( D_i \) and \( P_i \). For example, let \( S_k(Y) \) and \( T(Y) \) denote the number of \( k \)-stars and triangles in the graph \( Y \) respectively. Then

\[
S_k(Y) = \sum_{i=1}^{N-1} \binom{i}{k} D_i(Y) \text{ for } k \geq 2
\]
and

\[ T(Y) = \frac{1}{3} \sum_{i=1}^{N-2} i P_i(Y). \]

Applied to the karate dataset, we note that Mr. Hi was a member of both 5-cliques in the network. There are also 43 triangles, in comparison with 77 edges, indicating the high level of transitivity within the group.

For several more examples of summary statistics, see Robins et al. (2006) and Wasserman and Faust (1994).

Figure 2: Examples of some of the definitions used in graph theory. (a) shows the diameter of the Zachary Karate Club network. (b) shows the clique involving nodes 0, 1, 2, 3 and 7, one of the two largest cliques in the Zachary network. See section 3 for more details on network visualisation.

2.3 Centrality and Prestige

Highlighting actors of importance to the network is a common task of statistical network analysis. Centrality measures are ways of representing this importance in a quantifiable way. A node (or actor)’s importance is considered to be the extent of their involvement in a network, and this can be measured in multiple ways. Centrality measures are usually applied to undirected networks, with indices for directed graphs termed prestige measures, although these methods are less developed (Wasserman and Faust [1994]). Common centrality measures include:

Degree Centrality The simplest way to quantify a node’s importance is to consider the number of nodes it is incident with, with high numbers interpreted to be of higher importance. Therefore the degree of a node provides local
information of its importance. Since the maximum nodal degree is \( N - 1 \), the standardised centrality measure is:

\[
C_{D_0}(n_i) = \frac{y_{+i}}{(N - 1)}.
\]

**Closeness Centrality** Nodes can also be indexed by considering their geodesic distance to each other. The closeness centrality of node \( i \) is given by:

\[
C_C(n_i) = \frac{N - 1}{\sum_{j=1}^{N} d(n_i, n_j)}.
\]

Note that the geodesic distance between two nodes in distinct components is undefined (or defined as infinite), and as such the closeness centrality measure is only meaningful for a connected network.

**Betweenness Centrality** Another way to gauge a node’s influence is to consider its role in linking other nodes together in the network. Denoting \( \sigma_{jk} \) as the number of geodesics, or shortest paths, between nodes \( n_j \) and \( n_k \), and let \( \sigma_{jk}(n_i) \) be the number of geodesics containing node \( n_i \). The betweeness centrality of node \( n_i \) is defined as

\[
C_B(n_i) = \frac{\sum_{j<k} \sigma_{jk}(n_i)}{\sum_{j<k} \sigma_{jk}} \frac{1}{\binom{N}{2}}.
\]

A criticism of this measure is that it assumes that two nodes will be linked over only the shortest possible path, and that each geodesic is equally likely to be taken. Other, more complicated measures such as *information centrality* (Stephenson and Zelen, 1989) attempt to reconcile this by considering the information contained in all paths containing a specific node.

**Eigenvector Centrality** Eigenvector centrality is another measure of centrality.

The eigenvector centrality of each node can be found by computing the leading eigenvector of the adjacency matrix \( Y \). This measure of centrality takes all connections in a network into account rather than just looking at shortest paths between nodes. The eigenvector centrality can be seen as an alternative to degree, where the connections are weighted according to node centralities (Bonacich, 1987). A number of properties and interpretations are given in Bonacich (2007). Eigenvector centrality is at the core of the PageRank (Brin and Page, 1998) and the HITS (Kleinberg, 1999) algorithms for ranking networks that we introduce in Section 2.4.2.

As an illustration, the application of these measures to the Zachary Karate Club network is shown in Figure 3. The five actors with highest centrality scores with respect to each measure are shown more darkly. Note that Mr. Hi and John A, nodes 0 and 33 respectively, are selected by each measure, underlining their importance within the network.
2.4 Community Finding, Clustering and Ranking

2.4.1 Community Finding and Clustering

Community finding and clustering methods are among the most common tasks of network analysis and are usually concerned with partitioning networks into highly connected subgraphs.
connected sub-graphs. This is also referred to as community finding or clustering. The focus of this paper is on statistical and probabilistic methods for network analysis, and so we provide only a cursory summary of the deterministic methods for clustering.

One of the first methods to make use of centrality measures for community detection was the Girvan-Newman clustering method (Girvan and Newman 2002). The steps of the algorithm are simply:

1. Calculate betweenness for all edges in the network.
2. Remove the edge with highest betweenness.
3. Recalculate betweenness for all edges affected by the removal.
4. Repeat from step 2 until no edges remain.

By removing links with the highest betweenness centrality scores, and considering nodes who remain linked as being closer to one another than those then separated, a hierarchical clustering of the network becomes possible.

Other deterministic community finding methods have been proposed, such as spectral clustering (Shi and Malik 2000; Ng et al. 2001) which is based on an eigenvectors decomposition of the graph Laplacian. The Laplacian matrix is given by

\[ L = I - D^{-1/2}YD^{1/2} \]

where \( I \) is the identity matrix, \( D \) is the diagonal matrix with the degree of the nodes on the diagonal and \( Y \) is the adjacency matrix. As per Ng et al. (2001), in order to cluster into \( K \) components, the \( K \) largest eigenvectors are stacked as the columns in an \( N \times K \) matrix. This matrix is then row-normalised to have unit length. Treating the rows as points in \( \mathbb{R}^K \), a clustering routine such as k-means is used to cluster the nodes. See von Luxburg (2007) for a tutorial on spectral clustering that compares and evaluates the more popular methods.

White and Smyth (2005) note that such methods are biased towards clusters of equal size. Newman (2006) mitigated this problem when they introduced modularity based methods, which are amongst the most popular. Suppose that nodes in the network are partitioned into clusters, where \( c_i \) records the cluster membership of node \( n_i \). The modularity (Newman 2006) of the partitioning is defined as

\[ Q = \frac{1}{2M} \sum_{\{(i,j):c_i=c_j\}} \left[ y_{ij} - \frac{y_i + y_j}{2M} \right], \]

where \( M \) is the number of edges in the graph. Many community (or cluster) finding algorithms aim to find the partition of the nodes into clusters that maximise the modularity (Danon et al. 2005), but it is a computationally challenging problem (Brandes et al. 2007, 2008). Note that the use of modularity for community finding
is not without criticism, in particular as they seek to divide the network into non-overlapping clusters (e.g. [Fortunato and Barthélemy 2007]).

More recently, methods for finding overlapping communities (or clusters) have been developed (e.g. [Palla et al. 2005]) including the CFinder algorithm ([Adamcsek et al. 2006]) that uses $k$-cliques to construct overlapping communities.

### 2.4.2 Network Ranking

Network ranking problem is another interesting task in analyzing network data. One of the most used ranking methods is the PageRank algorithm presented by [Brin and Page 1998] which is at the basis of the Google search engine. In this context, the web pages and the hyperlinks are respectively the nodes and the edges of the network. The PageRank ($PR$) of the node $n_i$ is defined as

$$PR(n_i) = \frac{1 - d}{N} + d \sum_{j=1}^{N} \frac{y_{ji}}{y_{ij}} PR(n_j)$$

where the parameter $d$, called the damping factor, takes values between 0 and 1. [Brin and Page 1998] suggest setting $d$ equal to 0.85. The rank of a node then depends on the number of nodes from which they are refereed, weighted by their ranks. Many extensions to this method have been developed, and we refer to the survey papers ([Berkhin 2005] [Sargolzaei and Soleymani 2010]) for further details.

Another ranking method for networks is the Hypertext Induced Topics Search (HITS) algorithm ([Kleinberg 1999]). This algorithm assigns ranking values to nodes which identify both good link targets (authority score) and good link sources (hub score). The authority score for node $n_i$ is defined as

$$a_i = \sum_{j=1}^{N} y_{ji} h_j$$

and the hub score

$$h_i = \sum_{j=1}^{N} y_{ij} a_j.$$
(2008) proposed a new method called discriminative random walks (D-walks) which allows to classify the unlabelled nodes according to a class betweenness measure that depends on the passage times during random walks performed in the input graph. Further details on semi-supervised learning can be found in Zhu (2008) and Zhu and Goldberg (2009). New extensions to these methods for sparse large network have been recently proposed in Mantrach et al. (2011).

2.5 Software

igraph (Csardi and Nepusz, 2006) is a free open source software package that allows the efficient manipulation of directed and undirected graphs, potentially consisting of millions of nodes and edges. It is available to download in several formats, including as a package in R (R Development Core Team, 2010). igraph can perform various operations from graph theory, including calculating (at nodal level) the degree, closeness, betweenness and eigenvector centrality, and PageRank of a graph, decomposing a graph into its connected components, generating sub-graphs from a given graph, or generating random graphs using simple criteria. It also provides functions to calculate graph modularity and perform community finding algorithms, and can visualise graphs (see Section 3), both in two and three dimensions.

The statnet (Handcock et al., 2003) suite of R packages, including sna, ergm and network (Butts, 2010 Handcock et al., 2011 Butts et al. 2011), provide tools to obtain network summary statistics and both node and graph-level indices for a variety of centrality measures.

spa (Culp, 2011) is an R package to fit semi-parametric models for semi-supervised learning.

3 Visualisation

Visualisation plays a central role in both the exploratory and reporting stages of statistical analysis of networks and may even form the basis of a network model. Visualisation is of particular importance for exploration of small networks or networks with low rank structure. When dealing with larger problems, visualisation of the entire network usually leads to the “hairball” problem; the structure is too complex to project onto only two or even three dimensions and the edges overlap heavily. In this section we give a brief overview of some visualisation methods for network data.
3.1 Adjacency Matrix Visualisations

Direct visualisation of the adjacency matrix may be the simplest way to visualise a network. The rows and columns of the adjacency matrix are reordered such that the nodes are grouped into highly connected clusters; this is a form of seriation \cite{Arabie and Hubert 1996} of the adjacency matrix of the network. A heat-map plot of the matrix then demonstrates the degree to which the nodes are clustered. For example a network displaying no clustering will appear as a random matrix of dots whereas a highly clustered network with three clusters will appear as a matrix with three distinct and highly connected blocks about the diagonal and sparse connections between these blocks.

Alternatively, structural equivalence may be highlighted by ordering the nodes such that nodes grouped together, in the same block, relate to other nodes in a similar way. For an example of adjacency matrix visualisation, see Figure 4(a), and for further details on the theory on the blocking and structural equivalence, see Section 4.3.

3.2 Layout Algorithms

Many network visualisation methods consist of laying out the nodes on the plot and adding the links as line segments (or arrows) connecting the nodes. A layout algorithm is often chosen to minimise some criterion which tries to quantify the simplicity of the plot (e.g. the length of the links and the amount of crossover of the links in the plot).

Visualisation of large graphs is especially prone to “hairball” plots. That is, there are so many overlapping links that the nodes (and potentially interesting structure within the network) are completely obscured. However, even very small graphs can be subject to this issue if the layout algorithm is poorly chosen (see Figure 5(a), for example). Planar graphs are graphs that may be depicted without crossing links, but these are rare for anything but very small and sparse networks. Link routing layout algorithms seek to minimise the frequency of the link crossings.

Visualisation is used to find and to highlight structural properties in the graph. This may include clustering of nodes, etc. The selection of a layout algorithm appropriate to the individual network depends on which features of the dataset the user wishes to explore; for example colouring nodes by a particular attribute and using a layout algorithm that places connected nodes closer together than unconnected node pairs may highlight clustering-by-attribute. This section summarises some of the common algorithms.

There are broadly speaking five main methods of node layout for plotting networks (besides a random layout):
Figure 4: Four common visualisations for graphically displaying a network dataset. Zachary’s Karate Club data is shown here, using the package `igraph` (Csardi and Nepusz, 2006) for R. The blockmodel example makes use of the `sna` (Butts, 2010) package. (a) shows a plot of the adjacency matrix with rows and columns re-ordered to group equivalence classes. (b) shows a plot of the adjacency matrix with rows and columns re-ordered to group nodes close together in a hierarchical tree. The full dendrogram appears on the top and left. (c) shows a circle layout. (d) shows a tree layout using the Reingold-Tilford algorithm (Reingold and Tilford, 1981).
Figure 5: Four common layout methods for graphically displaying a network dataset. Zachary’s Karate Club data is shown here, using the package igraph ([Csardi and Nepusz 2006] for R. (a) shows a random layout. (b) shows a layout using the Fruchterman-Reingold algorithm ([Fruchterman and Reingold 1991]). (c) shows a layout based on multidimensional scaling. (d) shows a layout based on a singular-vector decomposition of the adjacency matrix.

1. **Minimum cut:** the nodes in the network are laid out to minimise the number of edges that cross each other. Results may be similar to the smallest space
methods described below.

2. **Smallest space**: this set of closely related methods aim to find the optimal locations in Euclidean space such that the distances are as close as possible to the (inconsistent) network based distances. The two most common methods are:

(a) **Force-directed**: A force is calculated with a positive component between connected nodes and a weaker negative component between all node pairs. The nodes are laid out randomly and all forces are calculated. The nodes are accordingly moved and these two steps are iterated until convergence. This is equivalent to an energy or stress minimisation of the graph as a system. The “forces” are often physics inspired. For example, in the Fruchterman-Reingold (Fruchterman and Reingold, 1991) and Kamada-Kawai (Kamada and Kawai, 1989) algorithms the positive force is analogous to a spring force and the negative force is analogous to the electrical force. The key difference is that the spring / attractive force is calculated between geodesic distance in Kamada-Kawai and Euclidean distance in Fruchterman-Reingold. (Note that the plots in Figures 2 and 3 were generated using the Kamada-Kawai algorithm).

(b) **Multidimensional scaling**: The distance between two linked nodes is taken to be zero and between unlinked nodes is one. Multidimensional scaling seeks to find the layout in a \(d\)-dimensional Euclidean space that maximises a similarity to this distance matrix. Alternatively, geodesic distances can be used in the multidimensional scaling algorithm.

3. **Spectral/eigenvalue decompositions**: A decomposition of the network based on eigenvectors of the adjacency matrix, or of the product of the adjacency matrix with its transpose, is taken. Coordinates based on the first two eigenvectors of this decomposition then provide the layout.

4. **Tree/hierarchical**: e.g. Reingold-Tilford (Reingold and Tilford, 1981). The nodes are arranged in a tree-like structure with branches as links. Nodes at the same level are horizontally aligned.

5. **Shape based**: Nodes are arranged superimposed on a shape, for example a circle, star or sphere.

Finally, graph coarsening is a family of methods that aid the visualisation of large networks that are too complex to cleanly depict. A clustering of the graph (such as hierarchical) is performed based on the links. The graph of the clusters (at some chosen level) may be drawn using one of the above methods and graphs within clusters also drawn. Thickness of links in the upper graph(s) may be denoted using the number of links between the clusters. Interactivity plays a key role in this task.
as the user can effectively zoom in and out to view the visualisation of the graph at
different granularities. Elmqvist and Fekete (2010) provides a model for this process.
There are other visualisation methods (e.g. Simonetto et al. 2009), but the more
popular methods tend to be examples or combinations of the above. Herman et al.

3.3 Choosing a Layout Algorithm

Choosing a layout algorithm is usually a matter of trial and error, however knowl-
edge of the characteristics of the network along with a pre-specified visualisation
goal are useful in guiding this choice. There are also guiding principles to be found
in Kaufmann and Wagner (2001) and Herman et al. (2000). These are problem
specific, interactive and iterative. von Landesberger et al. (2011) provides a review
of the current state-of-the-art in visualisation of large graphs.

3.4 Software

There are many software packages available for the visualisation of network data
using the above methods. The R packages designed for network analysis such as
igraph (Csardi and Nepusz 2006), network (Butts et al. 2011) and RSienna (Various
2011) contain visualisation tools using the common layout algorithms. Visone (Baur
et al. 2002) includes an interface to R and Pajek (Batagelj and Mrvar 2002) may be
invoked from R. Other popular visualisation packages include Tulip (Auber 2003),
Gephi (Bastian et al. 2009) and Cytoscape (Shannon et al. 2003). It is worth noting
that Cytoscape is extensively used in biological network visualisation applications.

4 Classical Models

These models assume a likelihood function for the network data given some under-
lying parameters. Estimates for these parameters are then inferred from the data.
The models range in complexity from having a single scalar parameter for link prob-
ability to increasingly elaborate models constructed on counts of network summary
statistics.

4.1 Erdős-Rényi

The Erdős-Rényi model (Erdős and Rényi 1959, 1960) is the most basic probabilistic
model for network data. The model assumes that the presence and absence of edges
between all pairs of nodes are i.i.d., where $y_{ij} = 1$ with probability $\theta$ and $y_{ij} = 0$
with probability $1 - \theta$. Hence, the probability of a particular network is given by

$$P(Y|\theta) = \prod_{i,j} \theta^{y_{ij}} (1 - \theta)^{(1-y_{ij})},$$

where the product is over all pairs $i \neq j$ if the graph is directed and $i < j$ if the graph is undirected.

The Erdős-Rényi model has been studied extensively in the statistics and probability literature (see [Draief and Massoulié, 2009], for example). In particular, the asymptotic properties of the model, as $N \to \infty$, have been studied in detail. The interplay of the values of $p$ and $N$ have a strong impact on the asymptotic model behaviour.

For example, suppose that $np \to \lambda$, then if $\lambda < 1$ the largest components will be of order $\log(N)$ in size, if $\lambda > 1$ a giant component of order $N$ occurs and if $\lambda = 1$ the largest component will be of order $N^{2/3}$. Further, suppose that for some $c$, $np = \log(N) + c$. Then, the distribution of the number of isolated nodes converges to a Poisson distribution with parameter $e^{-c}$ as $N \to \infty$.

However, due to the assumption of independent edges and equal probability of connectivity between pairs of nodes, the model is not appropriate for modelling many real world networks. Instead, it serves as a Null model, one in which there exists no structure.

This may be illustrated with a straightforward application to the Karate dataset. It is straightforward to estimate the maximum likelihood estimate $\hat{\theta} = 0.1375$. It then follows that the degree distribution should follow a $\text{Binomial}(33, 0.1375)$ distribution. Figure 6 shows the clear discrepancy between the observed and expected degree distribution for the data under the model. In particular, under this model the probability of any node having degree higher than 14 is only $5 \times 10^{-5}$, yet the influential actors Mr. Hi and John A have degree of 16 and 17 respectively. It is also straightforward to construct a confidence interval for the expected number of triangles in the network. Again the network behaviour deviates from model assumptions: the observed number of triangles 43, is far greater than that in the 95% confidence interval $\{7.4, 23.4\}$.

### 4.2 $p_1$ and $p_2$

The $p_1$, $p_2$ and related models are essentially logistic regression models for the network dyads. They are a step up in complexity from the Erdős-Rényi model which models all ties as equally probable given a fixed probability of an individual tie for the network. The assumption of the independence of dyads in the $p_1$ and $p_2$ models implies that these models cannot capture common features of networks that involve more than two nodes, such as transitivity, clustering, etc.
Figure 6: A line plot illustrating the differences between the observed degree distribution for the Karate dataset and its expected distribution under the Erdős-Rényi model.

4.2.1 The p1 model

This model for directed graphs was introduced by Holland and Leinhardt [1981]. There are four possible states of linkage between two nodes $n_i$ and $n_j$:

1. No link
2. $n_i$ links to $n_j$ only
3. $n_j$ links to $n_i$ only
4. $n_i$ links to $n_j$ and $n_j$ links to $n_i$.

These four types of relationship are modelled respectively by the four terms below, with the probability of the entire network given by the exponent of the weighted sum:

$$P(Y = y) \propto \exp \left( \theta \sum_{i,j} y_{ij} + \sum_i \alpha_i \sum_j y_{ij} + \sum_j \beta_j \sum_i y_{ij} + \rho m \right), \quad (1)$$

where $y$ is the observed adjacency matrix and $m = \sum_{i<j} y_{ij}y_{ji}$ is the number of mutual links.

The $p1$ model thus contains three additional sets of parameters compared to the Erdős-Rényi model. Thus there is still the network-wide base rate of link probability,
The other parameters are for productivity $\alpha$, attractiveness $\beta$ and mutuality $\rho$. $\alpha$ and $\beta$ are vectors with a separate value for each node.

When $\rho$ and all $\alpha$ and $\beta$ are zero, the model defaults to the Erdős-Rényi model. If $\rho$ is zero the model is that link probability of a dyad is solely dependent on the degrees of the nodes involved. Allowing different values for $\rho$ for each dyad leads to identifiability problems for the parameters. However, in the discussion of Holland and Leinhardt [1981], Fienberg and Wasserman [1981] describe a model which “allows the effect of reciprocity to depend in a linear manner on the two actors in a dyad”. This is achieved by having a dyad specific $\rho_{ij} = \rho + \rho_i + \rho_j$ and the $\rho_i$ are normalised to sum to zero.

The full $p_1$ model may be expressed as a GLM as follows (reproduced from van Duijn et al. [2004]):

\[
P(y_{ij} = y_1, y_{ji} = y_2) = P(y_{ij} = y_1) P(y_{ji} = y_2 | y_{ij} = y_1) = (\exp(y_1(\theta + \alpha_i + \beta_j)) + \exp(y_1(\theta + \alpha_i + \beta_j + \theta + \alpha_j + \beta_i)) / k_{ij}^{(1)},
\]
\[
\quad \times \exp(y_2(\theta + \alpha_i + \beta_i + y_1\rho)) / k_{ji}^{(2)},
\]

where $k_{ij}^{(1)}$ and $k_{ji}^{(2)}$ are normalising constants with

\[
k_{ij}^{(1)} = 1 + \exp(\theta + \alpha_i + \beta_j) + \exp(\theta + \alpha_j + \beta_i)
\]
\[
\quad + \exp(2\theta + \alpha_i + \beta_j + \alpha_j + \beta_i + \rho)
\]
\[
k_{ji}^{(2)} = 1 + \exp(\theta + \alpha_j + \beta_i + y_1\rho).
\]

This formulation can be used for model fitting for the $p_1$ model as a Generalized Linear Model / Logistic Regression. According to Huisman and van Duijn [2004], available software for fitting the $p_1$ model includes UCINET (sites.google.com/site/ucinetsoftware), NetMiner (netminer.com) and StOCNET (gmw.rug.nl/ stocnet/StOCNET.htm). The ergm package for R [Handcock et al., 2011] (see Section 4.4) may also be used to fit the $p_1$ model by setting the model as dependent on the edges, sender, receiver and mutual terms.

### 4.2.2 The $p_2$ model

This is an extension of the $p_1$ model introduced by van Duijn et al. [2004]. Essentially, the productivity $\alpha$ and attractiveness $\beta$ are treated as random effects drawn from two underlying distributions. The $p_2$ model is thus a Generalized Linear Mixed Model. It was formulated with node specific attributes (covariates) in mind that play a part in determining productivity and attractiveness. These are modelled as fixed effects. If this covariate information is not available then the $p_2$ model is a more parsimonious version of $p_1$ where productivity and attractiveness are draws...
from two underlying distributions with mean zero and variances to be estimated from the data.

When covariate information on the nodes is available, two additional parameters per node attribute $\gamma_1$ and $\gamma_2$ must be estimated. These relate to the effects of the node attributes on productivity and attractiveness. StOCNET [Huisman and van Duijn (2004)] may be used to fit the $p_2$ model. It can also be fit using R software for Generalized Linear Mixed Models such as lme4 and MCMCglmm.

4.3 Block Models

Blockmodelling is a methodology which decomposes a network by mapping multiple nodes to one of a series of clusters (these are sometimes called positions or groups), $\mathcal{C} = \mathcal{C}_1, \ldots, \mathcal{C}_K$. The interaction between members of these clusters is described by the set of blocks $\mathcal{B} = \mathcal{B}_{11}, \mathcal{B}_{12}, \ldots, \mathcal{B}_{KK}$, where $\mathcal{B}_{ij}$ denotes the interaction between nodes in $\mathcal{C}_i$ and $\mathcal{C}_j$. Nodes are mapped to the same cluster if they are considered to be equivalent with respect to some well defined specification. The network is then represented by the block interaction within and between clusters. Blockmodelling therefore provides a platform to describe a network at both a global and local level. An excellent overview of non-probabilistic blockmodelling methods and the many forms of equivalence in use is given in (Carrington et al., 2005, Chapter 5).

Blockmodelling was first incorporated into a statistical framework with the introduction of the stochastic blockmodel ([Holland et al., 1983]. This model sought to combine the probabilistic methodology of [Holland and Leinhardt, 1981] with the blockmodelling approach first outlined in [Lorrain and White, 1971] by introducing the concept of stochastic equivalence. In effect this states that the conditional distribution of $Y_{ij}$ depends only on the cluster membership of nodes $n_i$ and $n_j$ ([Wasserman and Faust, 1994, Chapter 16]).

Initial attempts to apply the stochastic blockmodel concentrated on the case where block membership is known a priori in the form of attribute data. Wang and Wong (1987) applied a particular version of this model by incorporating the stochastic blockmodel into the $p_1$ model (Section 4.2). By introducing the indicator variable

$$d_{ijkl} = \begin{cases} 1 & \text{nodes } n_i \text{ and } n_j \text{ are in clusters } \mathcal{B}_k \text{ and } \mathcal{B}_l \\ 0 & \text{otherwise} \end{cases}$$

and introducing $\lambda$, a matrix of parameters of dimension $B \times B$ which describes blockmodel interaction, the $p_1$ model then becomes

$$P(Y = y) \propto \exp(\rho m + \theta \sum_{i,j} y_{ij} + \sum_k \sum_l \lambda_{kl} \sum_i \sum_j y_{ij} d_{ijkl} + \sum_i \alpha_i \sum_j y_{ij} + \sum_j \beta_j \sum_i y_{ij}).$$

(5)
In the more general case where attribute data is unknown, block membership assignment must be assigned with the use of latent variables \cite{Nowicki:2001}; see Section 5.2 for more details.

### 4.3.1 Software

The R package \texttt{sna} \cite{Butts:2010} may be used to fit stochastic blockmodels and thus estimate block structure in network datasets.

### 4.4 Exponential (family) Random Graph Models

Exponential (family) Random Graph Models (ERGMs) are a family of models that attempt to address the issues arising out of the assumption of dyadic independence in the $p_1$ and $p_2$ models. They are also referred to as $p^*$ (p star) models and are an extension of the Markov Graphs \cite{Frank:1986} which adds triangle statistics to the $p_1$ model (Section 4.2). Subsequently, \cite{Wasserman:1996} generalised the model to include arbitrary network statistics. More recently, \cite{Krivitsky:2011} propose a further extension of the ERGM model with the addition of an offset term to adjust for network size. \cite{Anderson:1999} and \cite{Robins:2007} provide good introductions and \cite{Robins:2006} and \cite{Wasserman:2007} summarise recent developments in ERGM modelling.

As outlined in Section 4.2, $p_1$ and $p_2$ models cannot capture structure in networks pertaining to more than node pairs (e.g. transitivity). ERGMs do not assume dyadic independence and model the whole network as a single realisation arising from a distribution summarised by a collection of network sufficient statistics (Section 2.2). Specifically, the probability of the observed network $y$ is in exponential family form which is proportional to the exponent of the sum of the network sufficient statistics times some unknown parameters:

$$P(Y = y) = \exp \left( \theta' S(y) - \gamma(\theta) \right)$$

where $\theta$ are the parameters of the model, $S(y)$ are the network sufficient statistics and $\gamma(\theta)$ is a normalising constant. This normalising constant is often very difficult to obtain as it involves summing over all possible networks with the observed sufficient statistics, $S(y)$. This space contains $2^{N(N-1)/2}$ elements, so for a network of just 10 nodes there are $3.52 \times 10^{13}$ possible network configurations. Therefore fitting ERGMs necessarily involves approximating this constant.

The network summary statistics are chosen by the analyst and may be calculated on higher than order two interactions. Typical choices include the number of edges, the number of triangles and the number of $k$-stars for various $k$ values. \cite{Chatterjee:2011} examine ERGMs with the degree sequence as a sufficient statistic.
Fitting the ERGM then involves finding estimates of the parameters for each of the network statistic terms in the model. There are several approaches to fitting ERGM models without recourse to summing over all possible networks; these include maximum pseudolikelihood estimation (Strauss and Ikeda 1990), Monte Carlo MLE (e.g. van Duijn et al. 2009) and MCMC (e.g. Caimo and Friel 2011). More recently, Chatterjee and Diaconis (2012) propose using a large deviations approximation to the normalising constant.

Maximum pseudolikelihood fitting involves computing change statistics for the network and finding a pseudo MLE for the parameters using a pseudolikelihood approximation of the likelihood. The pseudolikelihood approximation (Besag 1975) which is the product of the full conditionals for each dyad given the rest of the observed network is computed; the log-odds of a particular dyad being linked is $\theta$ times the change in the observed network sufficient statistics in switching from that dyad being linked to unlinked.

Following Robins et al. (2007), denoting the change in network statistics when $Y_{ij}$ is switched from 1 to 0 as $d_{ij}$, the log-odds of $Y_{ij}$ being one, given the rest of the network is

$$\log \left( \frac{Pr(Y_{ij} = 1 | y^c_{ij})}{Pr(Y_{ij} = 0 | y^c_{ij})} \right) = \theta' d_{ij}(y)$$

where $y^c_{ij}$ is all entries of the adjacency matrix except $ij$. Note that only the change statistics that involve $Y_{ij}$ need be included in the calculation. Estimation of the parameters $\theta$ then proceeds via maximum likelihood estimation in a manner similar to logistic regression.

However, the properties of the approximation are not well known. Measures of model fit are problematic as networks cannot be easily simulated from the fitted model. Furthermore, logistic regression assumes independent observations; this assumption is clearly wrong for network data, potentially leading to biased parameter estimates and standard errors which may be too small (Robins et al. 2006, 2007).

For these reasons, Monte-Carlo based inference is preferred, where possible. Note that this does not imply that a Bayesian perspective is necessarily taken, although Bayesian estimation of ERGMs has recently been addressed in Caimo and Friel (2011). Frequentist MCMC methods for ERMGs (MCMCMLE) refine approximate parameter estimates by comparing the observed network against a set of simulated networks given a parameter configuration (Snijders 2002; Hunter and Handcock 2006). Essentially, a computationally feasible sample of networks consistent with the observed summary statistics is used in lieu of the set of all consistent networks.

Starting with an arbitrary estimate $\theta^{(0)}$, MCMC is used to sample $M$ networks from an ERGM with these parameters. Denoting these sampled networks via their adjacency matrices $Y^{(1)}, \ldots, Y^{(M)}$ then the MCMC log-likelihood is given by

$$\log P_M(Y | \theta) = \theta' S(Y) - \log(\gamma(\theta^{(0)}))$$
\[- \log \left( \frac{1}{M} \sum_{m=1}^{M} \exp \left( \theta' S(Y^{(m)}) - \theta^{(0)} S(Y^{(m)}) \right) \right) \]  

The limit as \( M \to \infty \) of this MCMC log-likelihood is equal to the log-likelihood of the ERGM. The argmax of \( \theta \) is referred to as the MCMCMLE of the network. The performance depends on the choice of \( \theta^{(0)} \); a poor choice leads to convergence to a local maximum. Geyer and Thompson (1992) suggest an iterative procedure: start with the maximum pseudolikelihood solution for \( \theta^{(0)} \) as the initial choice then calculate the MCMCMLE; now use this as \( \theta^{(0)} \) to obtain a new MCMCMLE and iterate until convergence (i.e., change in the MCMCMLE \( \theta \) is below a specified threshold).

The other issue is in sampling networks from an ERGM with specified parameters. A Gibbs sampler is developed in Snijders (2002) and this work revealed some shortcomings of the ERGM specification. In both inferential approaches, model degeneracy may be an issue. Simply put, degeneracy refers to the situation in which only a few networks have appreciable probability given the model. These few networks may include the full or empty networks and will not be useful in practice. If degeneracy or near degeneracy occur then the parameter estimates may not converge and maximum pseudolikelihood estimators will yield misleading results in these cases. In these cases, the model is poorly specified and no estimation procedure will fix this (see Handcock et al. (2003) for further details on degeneracy in statistical models of social networks). Networks simulated from the fitted model “bear little resemblance at all to the observed network”.

Therefore new specifications of ERGM models have emerged with network summary statistics specifically chosen to address the degeneracy problems. These include conditioning on the number of edges (Snijders 2002) or the inclusion of alternating \( k \)-stars and alternating \( k \)-triangles (Robins et al. 2006). Hunter et al. (2008) note that “geometrically weighted degree, edgewise shared partner, and dyad-wise shared partner statistics [are] equivalent to the alternating \( k \)-star, \( k \)-triangle, and \( k \)-twopath statistics, respectively”. Alternating refers to setting successive signs of the network statistic to be plus and minus when indexing over the order of the statistic. For example, if 2-triangle counts have a positive sign then 3-triangle counts are given a negative sign, etc.

Hunter et al. (2008) discuss goodness of fit for ERGM models. They propose comparison of observed network statistics with the sample distributions of other statistics calculated on networks simulated from the fitted model. They examine the degree distribution(s), edgewise shared partners distribution and the geodesic distance distribution. Assessment is performed visually using boxplots summarising simulated values with observed values overlaid or via a performance metric based on these (such as \( p \)-values for the observed statistic under the empirical distribution of statistics).
Extensions of ERGMs to dynamic network datasets include Hanneke et al. (2010).

4.4.1 Software

The `ergm` package (Handcock et al., 2011) which is part of the `statnet` (Handcock et al., 2003) suite of packages provides comprehensive toolsets for the analysis of network data using ERGMs. The add on `Bergm` package (Caimo and Friel, 2010) contains a collection of functions implementing Bayesian analysis for ERGMs using Markov Chain Monte Carlo. SIENA (available as standalone package or as an R package `RSiena` (Various, 2011)) also fits ERGM models.

5 Latent Variable Models

These models seek to explain the structure exhibited by network data via an additional layer of modelling. A broad class of model can be used in such a setting - as Hoff (2008) notes, any statistical model for a network in which the nodes are exchangeable may be expressed as a latent variable model. The network data is modelled as dependent on a latent or unobservable set of random variables, which are in turn subject to some modelling assumptions that impose structure. The nested, hierarchical structure of such models means that they can sometimes be expressed as a probabilistic graphical model (Jordan, 2004; Jordan, 1998; Wainwright and Jordan, 2008; Bishop, 2006). Inference is then performed, usually in a Bayesian framework, to obtain parameter estimates or posterior densities given the observed network.

5.1 Latent Space Models

Latent space models were introduced by Hoff et al. (2002) under the basic assumption that each node $n_i$ has an unknown position $z_i$ in a $d$-dimensional Euclidean latent space. Network edges are assumed to be conditionally independent given the latent positions, and the probability of an edge $(\eta_{ij})$ between nodes $n_i$ and $n_j$ is modelled as a function of their positions. Generally, in these models the smaller the distance between two nodes in the latent space, the greater their probability of being connected. An important feature of these models is that they easily and naturally account for reciprocity and transitivity (Section 2.1).

In the case where additional edge covariate information $x_{ij}$ is observed, these models can account for homophily by attributes. Node covariate information is typically converted to edge covariates using sums or differences (either directed or absolute); thus an edge is more (or less) likely to occur between actors that have similar attributes than between those who do not.
The Distance Model and the Projection Model

Hoff et al. (2002) proposed two main latent space models; the distance model and the projection model. The former is the most widely used for its simple interpretation, since it depends directly on the distance between the actors in the social space. The most used distance is the Euclidean distance, but any distance \( d_{ij} = d(z_i, z_j) \) satisfying the triangle inequality \( d_{ij} \leq d_{ik} + d_{kj} \) for all \( \{i, k, j\} \) triples may be used. This model supposes the network to be intrinsically symmetric since it has the feature of being reciprocal; if \( y_{ij} = 1 \) then the probability of \( y_{ji} = 1 \) is large. So the distance model is particularly suitable for undirected graphs or directed graphs that exhibit strong reciprocity. The distance model is:

\[
\eta_{ij} = \log \text{odds}(y_{ij} = 1 | z_i, z_j, x_{ij}, \alpha, \beta) = \alpha + \beta' x_{ij} - |z_i - z_j|.
\]  

(10)

The projection model is more adequate for strongly asymmetric graphs since it is founded on the assumption that the probability of observing an edge between two actors \( i \) and \( j \) depends on the angle that they create in the Bilinear latent space; if the angle is small the probability of having an edge is large, and if the angle is obtuse the probability of having an edge is small. So the projection model is:

\[
\eta_{ij} = \log \text{odds}(y_{ij} = 1 | z_i, z_j, x_{ij}, \alpha, \beta) = \alpha + \beta' x_{ij} - \frac{|z'_i z_j|}{|z_j|}.
\]  

(11)

The Latent Position Cluster Model

Handcock et al. (2007) proposed the Latent Position Cluster Model (LPCM), a new model which extends the latent space distance models to allow for model based clustering of the nodes. A spherical Gaussian mixture model structure is assumed for the latent positions:

\[
z_i \sim \sum_{g=1}^{G} \lambda_g \text{MVN}_d(\mu_g, \sigma_g^2 I)
\]  

(12)

where \( \lambda_g \) is the probability that a node belongs to the \( g \)th group, and \( \sum_{g=1}^{G} \lambda_g = 1 \); this structure allows for clusters of highly connected nodes.

The Sender and Receiver Random Effects

Hoff (2005) proposed to take into consideration the degree heterogeneity; the tendency of some actors to send and/or receive edges more than others. This method
allows the modelling of asymmetric networks within the distance model. Krivitsky et al. (2009) proposed a model that explicitly considers all the four features noted above. In undirected graphs there is only one parameter, $\delta_i$, called the sociality factor. This denotes the propensity of each actor $n_i$ to form edges with other actors.

$$
\eta_{ij} = \log \text{odds}(y_{ij} = 1|z_i, z_j, x_{ij}, \alpha, \beta) = \alpha + \beta' x_{ij} - |z_i - z_j| + \delta_i + \delta_j. \quad (13)
$$

In directed graphs the sociality effect in the dyad $y_{ij}$ depends on two parameters: the sender random effect $\delta_i$ and the receiver random effect $\gamma_j$.

$$
\eta_{ij} = \log \text{odds}(y_{ij} = 1|z_i, z_j, x_{ij}, \alpha, \beta) = \alpha + \beta' x_{ij} - |z_i - z_j| + \delta_i + \gamma_j \quad (14)
$$

where $\delta_i \sim N(0, \sigma^2_{\delta})$ and $\gamma_i \sim N(0, \sigma^2_{\gamma})$, and the variances $\sigma^2_{\delta}$ and $\sigma^2_{\gamma}$ measure the heterogeneity in the propensity to send and receive edges. For undirected networks, there is a single sociality effect for each node. A fit of this model with two groups to the Karate club data is provided in Figure 7. The model correctly identifies the two factions to which each actor belongs and the social random effects are higher for the more central nodes, with Mr. Hi and John A having the highest values and therefore the largest plotting symbols (pie charts) in Figure 7.

The Mixture of Experts Latent Position Cluster Model

Gormley and Murphy (2010) proposed the mixture of experts latent position cluster model to extend the latent position cluster model within a mixture of experts framework, assuming that the mixing proportions $(\lambda_1, \ldots, \lambda_G)$ are node specific and can be modelled as a Multinomial logistic function of their covariates $w_i^T = (w_{i1}, \ldots, w_{ip})$ where the probability of belonging to each of $G - 1$ clusters are compared to a baseline cluster, usually $g = 1$. The distribution of $z_i$ is assumed to be:

$$
z_i \sim \sum_{g=1}^{G} \lambda_g(w_i) \text{MVN}_d(\mu_g, \sigma^2_g I) \quad (15)
$$

where

$$
\lambda_g(w_i) = \frac{\exp(\tau_{g0} + \tau_{g1}w_{i1} + \ldots + \tau_{gp}w_{ip})}{\sum_{g'=1}^{G} \exp(\tau_{g'0} + \tau_{g'1}w_{i1} + \ldots + \tau_{g'p}w_{ip})} \quad (16)
$$

$(\tau_{10}, \ldots, \tau_{1p}) = (0, 0, \ldots, 0)$ and $\sum_{g=1}^{G} \lambda_g(w_i) = 1$.

5.1.1 Estimation

For all variants of the latent space models presented above the log-likelihood is of the form:
Figure 7: Plot of the posterior latent positions for two groups under the Latent Position Cluster Model for Zachary’s Karate Club dataset. Random sender effects are depicted via the size of the nodes and the pie charts illustrate the posterior probability of belonging to each of the two groups. The R package \texttt{latentnet} \citep{KrivitskyHandcock2010} was used to perform the inference and create the image.

The loglikelihood is given by

\begin{equation}
\text{loglikelihood} = \log P(Y|\eta) = \sum_{i \neq j} \{\eta_{ij}y_{ij} - \log(1 + \exp(\eta_{ij}))\}
\end{equation}

To estimate the model the main approaches suggested are maximum likelihood estimation and a fully Bayesian approach that involves MCMC sampling.

The maximum likelihood approach is a fast method that provides points estimates of the distances between the nodes since the log-likelihood is a convex function of the distances. The drawback of this approach is that the latent positions should be approximated using multidimensional scaling of the distances since the log-likelihood is not generally a convex function of the latent positions. The set of latent positions found with this approach provides good starting values for non-convex optimisation methods. Another drawback is that the estimation is done in two steps; in the first step the maximum likelihood estimates of the latent space model is computed considering no clusters, and in the second step the maximum
likelihood estimates of the mixture model conditioned on the latent positions estimated at the previous step are calculated.

A fully Bayesian approach allows the estimation of all the parameters and the latent position simultaneously e.g. via MCMC sampling. This approach usually gives better results than the two stage MLE, but it is more computationally and algebraically intensive.

Similarly to [Airoldi et al. (2008)] who use a variational approximation to fit a mixed-membership stochastic blockmodel, [Salter-Townshend and Murphy (2010)] propose a variational Bayesian inference routine to approximate the posterior distribution of the parameters in the LPCM. More recently, [Raftery et al. (2012)] propose a likelihood approximation using case-control sampling to improve the efficiency of fitting the LPCM model.

5.1.2 Software

The R package latentnet ([Krivitsky and Handcock, 2010, 2008]) provides two-stage maximum likelihood estimation, MCMC based inference and minimum Kullback-Leibler ([Shortreed et al., 2006]) estimation for the LPCM for both Euclidean and Bilinear latent spaces. gbme (Ho, 2005) is R code which uses an inner kernel product that is similar to the projection model, but does not provide modelling or estimation of clusters. VBLPCM (Salter-Townshend, 2012) is an R package that performs fast variational Bayesian inference of the LPCM for Euclidean latent spaces.

5.2 Latent Block Models

5.2.1 Stochastic Block Model

Blockmodels were discussed in Section 4.3 and they are latent variable models in the case where the cluster memberships are unknown. The stochastic blockmodel as formulated by [Snijders and Nowicki (1997) and Nowicki and Snijders (2001)] introduced cluster membership as a latent variable where $P(n_i \in C_k) = \theta_k$. Let $A$ denote the cluster membership of each node, where $A_i = k$ if node $n_i$ belongs to cluster $C_k$. The dyadic state $Y_{ij}$ is modelled as $P(y_{ij} | A) = \eta(A_i, A_j)$, where $\eta$ is the model for interactions; the most common model assumes a $K \times K$ matrix of probabilities, denoted as $B$, and $\eta(A_i, A_j)$ is a Bernoulli model with probability $b_{A_i, A_j}$. Inference for this model may be performed via Gibbs sampling.

Recent studies have considered the stochastic blockmodel within a broader context. [Bickel and Chen (2009)] studied the connections between modularity (Section 2.4) and stochastic block models, while [Bickel et al. (2011)] discusses some of the asymptotic properties of a class of models of which stochastic blockmodels are a subset. [Rohe et al. (2011) and Choi et al. (2011)] also consider the asymptotic
performance of the method with respect to the misclassification of nodes, Rohe et al. (2011) comparing the method (favourably) to spectral clustering (Section 2.3), Choi et al. (2011) within a maximum likelihood estimation framework.

5.2.2 Mixed Membership Stochastic Block Model

The Mixed Membership Stochastic Blockmodel (MMSB) (Airoldi et al., 2008) combines the approach of Nowicki and Snijders (2001) with the latent Dirichlet allocation model of Blei et al. (2003). In this framework, as in in Sections 4.3 and 5.2.1, a directed graph $Y$ is generated by $K$ clusters, $C = \{C_1, \ldots, C_K\}$, with any two nodes in the same cluster being considered stochastically equivalent.

However, in contrast to other latent class models in Sections 4.3, 5.1 and 5.2.1 the position of a node $i$ may change depending on which node $j$ in the network it is interacting with. Each node may therefore have multiple cluster memberships within a network; node $i$ has an individual probability $\pi_{ik}$ of belonging to cluster $k$ while interacting with another node in the network. Indicator variables $\bar{z}_{i \rightarrow j}$ and $\bar{z}_{i \leftarrow j}$ then denote sender and receiver cluster membership for each interaction between nodes $i$ and $j$ respectively. Once cluster membership is accounted for, nodal interaction $y_{ij}$ is modelled, as in Section 4.1, as a Bernoulli with a $K \times K$ probability matrix $B$ of inter and intra block interactions.

Networks are thus assumed to be drawn from the following data generation procedure:

- For each node $n_i \in N$ :
  - Draw a $K$ dimensional mixed membership vector $\vec{\pi}_i \sim \text{Dirichlet}(\bar{\alpha})$

- For each pair of nodes $(n_i, n_j) \in N \times N$ :
  - Draw membership indicator for the initiator, $\bar{z}_{i \rightarrow j} \sim \text{Multinomial}(\vec{\pi}_i)$
  - Draw membership indicator for the receiver, $\bar{z}_{i \leftarrow j} \sim \text{Multinomial}(\vec{\pi}_j)$
  - Sample the value of their interaction, $y_{ij} \sim \text{Bernoulli}(\bar{z}_{i \rightarrow j}B\bar{z}_{i \leftarrow j})$

A number of extensions and alternatives to the MMSB model have recently been developed. Xing et al. (2010) develop a dynamic mixed membership stochastic blockmodel (dMMSB). Latouche et al. (2011) and McDaid and Hurley (2010) develop overlapping stochastic block models that allow nodes to have full membership of more than one block, thus providing an alternative version of mixed membership.

5.2.3 Application to Karate Dataset

While Airoldi et al. (2008) implement a variational approximation to the model in order to perform inference on a network, to our knowledge no software is as yet publicly available. Conversely, a collapsed Gibbs sampler is available as part of
the R package `lda` (Chang 2010), with no supporting documentation other than the user’s manual. Since collapsed Gibbs samplers have recently been successfully applied to Porteous et al. (2008) we believe that it is implemented in a similar manner.

A collapsed Gibbs sampler run of 100,000 iterations was performed on the karate data, with two blockmodels assumed to underpin the model as chosen by BIC. Uniform priors were set for all parameters. The results from the sampler provide a nice illustration of the differences between blockmodel estimates and other methods, such as latent-space models, which explicitly attempt to cluster nodes. The estimate for the interaction matrix $B$ takes the values

$$
\hat{B} = \begin{pmatrix}
0.00 & 0.45 \\
0.44 & 0.30
\end{pmatrix}.
$$

Note that the probability of interaction is higher on the off-diagonals, that is between the two blocks. This is because blockmodels group nodes whose behaviour is similar, rather than explicitly partitioning highly connected nodes. We can also note that the second block is a great deal smaller than the first. We can therefore think of the second block as having strong influence over the first block, who do not link with each other. In particular, note that nodes 0, 32 and 33 have strong probability of membership to the second group, which corresponds with their strong centrality scores from Section 2.

We also provide a plot of the fit when three blocks are modelled in Figure 8, with three chosen here to highlight the compositional property of the blockmodel memberships as a 3-composition simplex reduces to a two-dimensional plot. In this case

$$
\hat{B} = \begin{pmatrix}
0.70 & 0.00 & 0.00 \\
0.00 & 0.02 & 0.90 \\
0.06 & 0.78 & 0.75
\end{pmatrix},
$$

where bottom left corresponds to the first block, bottom right is the second and the top is the third.

5.2.4 Software

Algorithms for Variational Bayesian inference under the MMSB are detailed in Airoldi et al. (2008). A collapsed Gibbs sampler of the model is available as part of the R package `lda` (Chang 2010).

6 Goodness-of-Fit and Validation

There is much scope for further work on the assessment of goodness-of-fit and model choice in the network analysis setting. Quantitative methods of model assessment
Figure 8: Plot of the posterior latent groupings under the MMSBM for Zachary’s Karate Club dataset. The R package `lda` ([Chang, 2010](#)) was used to produce the plot.

Currently fall into four overlapping categories; (1) comparison with ground truth / nodal attributes, (2) link prediction, (3) goodness-of-fit diagnostics and (4) model comparison via e.g. information criteria. We provide only a brief summary of these methods here.

**Comparison with ground truth** involves comparing aspects of the fitted model to observed nodal attributes. For example, in the Karate club dataset it is known to which two clubs the actors split; thus any community detection algorithm that separates the nodes into clusters that are consistent with this split is deemed to be a good model. Such comparison is valid only when the ground truth is not incorporated into the model and can only be used to validate a model on a problem for which the community structure is known. Of course, it is unusual to have this luxury in practice and one of the following methods should be used in applied network analysis. Comparison with a ground truth is more often used to validate a method of model comparison.

**Link prediction** involves comparison of the predictive probabilities under the fitted model for all possible links with the observed links / non-links. This method is used for generative models and inspection of the fit is often performed visually.
For example, two boxplots of the probabilities of a link are created; one for the non-links and one for the links. If the probability of a link is systematically lower for the non-links than the links then the model is deemed to be a good fit to the observed network. In the case of the latent space model, [Hoff et al. (2002)] define a network as $d_k$ representable if there exists a set of nodal positions in $k$ dimensional Euclidean space such that the distances between only the linked nodes are all less than a threshold distance. Conversely, only all non-linked nodes are separated by a distance greater than this threshold. For such cases, the boxplots described above will be entirely non-overlapping. Such analysis is applicable to any probabilistic model where the likelihood of individual links is computable.

**Goodness-of-fit** diagnostics as detailed in [Hunter et al. (2008)] represent perhaps the most sophisticated and developed methods for model validation. This method was developed specifically for the ERGM (Section 4.4) class of models but has also been applied to the latent space models (Krivitsky and Handcock, 2008). Indeed, the method is applicable to any fitted model from which networks are readily simulated. The method is motivated by the observation that “when ERGM parameters are estimated and a large number of networks are simulated from the resulting model, these networks frequently bear little resemblance at all to the observed network” (Handcock et al., 2003). The method involves simulation of networks from the fitted model; summary statistics (such as degree distribution, shared partners distribution, geodesic distance, etc) derived from these simulated networks are then compared with the corresponding observed values. [Hunter et al. (2008)] advocate using such higher order statistics that are not functions of the ERGM parameters to “provide a strong independent criterion for goodness of fit”. Comparison is first performed visually; for example the observed degree distribution is overlain on the boxplots of the degree distributions of the simulated networks.

**Model comparison** may involve either comparison of competing models under an information criterion such as BIC or assessment of both models’ goodness-of-fit as above. BIC is used in [Handcock et al. (2007)] to choose the number of clusters or communities present in a network fitted using the Latent Position Cluster Model (Section 5.1). [Hunter et al. (2008)] perform a comparison of parameter selection using AIC to selection based on statistics derived from the goodness-of-fit diagnostics above with consistent results.

7 Conclusion

We have presented a concise summary of a number models, methods and software for the statistical analysis of network datasets. We explored classical models in which the presence of a link between two nodes depends on the network graph structure...
and latent variable models in which the presence of a link in the network depends on the presence of a latent variable. We have considered only binary static networks as these are the most analysed family of networks in the literature. Our inclusion of a recurring example (Zachary 1977) and reference to software makes this paper a useful tutorial and pathway into the subject of statistical network analysis. We suggest software (mainly in the form of R packages) to apply most of the methods and models described in the paper.

In recent times, network data has become pervasive. Modern data collection methods can allow for network data to be collected over time with greater ease than previously. When analysing temporal network data it is common to aggregate across time-points or to consider single time snapshots of the network, and to analyse these data using static network techniques. However, proper dynamic methods for social network analysis is a rapidly growing area. Current methodology in the statistical literature typically involves adding a smoothed-over-time component to a model for static network data (e.g. Xing et al. 2010). There is much scope for modelling innovations for such temporal data.

We have considered only binary networks; i.e. an edge either exists or does not but takes no other values. Other network types in the literature include weighted edges and these are typically modelled in similar fashion to binary networks but replacing the logistic part of the model with e.g. a Poisson likelihood. However, other parts of the model may require alteration; for example when fitting ERGMs the binary link based network summary statistics are no longer appropriate and need to be extended to more general situations (see Krivitsky 2011).

Many challenges remain in the field of statistical analysis of network data. Perhaps the greatest challenge is scaling current methodology to huge graphs. The internet provides a wealth of network datasets, with the world-wide-web itself forming perhaps the largest. Most (or all) statistical methods in this paper may be cast as modelling the links and non-links as samples from a stochastic process driven by some underlying structure. Therefore, these methods necessarily scale as $O(N^2)$ where $N$ is the number of nodes. This makes extension of such methods to networks with more than a few thousand of nodes impracticable. In contrast, many descriptive and algorithmic approaches to analysing network data exploit network sparsity. However, Chang and Blei (2010) does provide a model-based analysis that exploits sparsity in a mixed membership stochastic blockmodelling setting. Raftery et al. (2012) use a stratified case-control sampler to reduce the computational complexity of the likelihood evaluation to $O(N)$. This approximation can in principle be applied to any statistical method based on computing the likelihood of all possible links in the network.
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