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INTRODUCTION

Three dimensional ultrasound (3DUS) guided robotic beating heart surgery is an emerging computer-assisted surgical technique. Motion tracking of both the robot and the heart tissue is one of the key open problems in these procedures and the use of 3DUS imaging offers the possibility to extract, intra-operatively and in real time, the motion of one or more targets.

In this paper, we present a visual servoing approach to track the motion of a single target that can consist of either the surgical robot or cardiac tissues. To deal with the low quality of the 3DUS volumes, the proposed intensity-based approach requires no primitive extraction or image segmentation. This approach does not involve time consuming processing steps and can be applied to a wide range of tissue types and medical instruments.

Unlike previous work [1] where the motion compensation task was realized physically by moving the probe attached to a robotic arm to compensate for abdominal organ motion, we propose here to track the motion of the target using a 3D region of interest (ROI) which is automatically moved within the 3D US volume to compensate for both target and probe motion. This is a new method compared with conventional 3DUS-based target motion tracking or imageless motion tracking as surveyed in [4]. In-vivo animal experiments were conducted to validate the tracking approach.

MATERIALS AND METHODS

3DUS guided robotic beating heart surgical procedure

Image volume sequences were acquired during an in-vivo porcine robotic surgery using a concentric tube robot [3]. The 3D image acquisition system was a Philips IE33 system manufactured by Philips Medical (www.philips.com). The robot was inserted through a wide incision in the jugular vein on the neck and then steered inside the right atrium. The surgeon positioned the matrix-array 3D probe epicardially on the heart to image the robotic instrument tip and the intracardiac tissue (Fig. 1). The system was used to acquire US volumes at a frame rate of 25 Hz for durations of 10 sec. These volumes were then loaded in a rendering software we have developed and the tracking was performed off line. Standard settings of the imaging parameters were used during image generation, including 50% overall gain, 50% compression rate, high density scan line spacing, 6 cm image depth, and zero dB power level.

![Figure 1: Beating-heart intracardiac surgery with 3DUS probe manually positioned on the epicardial surface.](image)

Intensity-based visual servoing

In this procedure, the US probe is not actuated and motion tracking is performed in the acquired US volume by moving a ROI to compensate for probe and target motion. An image-based visual servoing strategy is considered for minimizing the error $e(t) = s(t) - s^*$ between a current set of visual features $s$ and a desired one $s^*$ by applying an instantaneous velocity $v_c$ to the ROI. To observe an exponential decrease of this visual error, the classical control law [2] is given by:

$$ v_c = -\lambda \hat{L}_s^+ (s(t) - s^*) $$

where $\lambda$ is the gain involved in the exponential decrease of the error and $\hat{L}_s^+$ is the pseudo-inverse of an estimation of the interaction matrix $L_s$ that relates the variation of the visual features to the velocity $v_c$.

To deal with the low quality of the 3D US images, we consider as visual features $s$ the intensity values of the voxels of the 3D ROI:

$$ s = \{I_{1,1,1}, \ldots, I_{u,v,w}, \ldots, I_{L,M,N}\}, $$

where $L$, $M$ and $N$ are respectively the width, the height and the depth of the ROI and where $I_{u,v,w}$ represents the intensity of the voxel of 3D coordinates $(u,v,w)$ in the US volume. The interaction matrix associated to these intensity features has been modeled in [1] and depends only on the 3D image gradient and the coordinates of the voxels in the US volume.
RESULTS

We conducted experiments to evaluate the ability of the algorithm to track cardiac tissue and to track the robot. The results of the soft tissue tracking task are displayed in Fig. 2. In the first volume provided by the 3D probe, the central image of the volume is displayed to allow the user to delineate the desired anatomic structure by a bounding box used as a basis for the 3D ROI considered in the control law. Then, during the subsequent volumes, the velocity computed by visual servoing is applied to this ROI. Compensated tissue motion is due predominantly to the cardiac cycle. To validate visually the tracking task, we display during the cardiac motion the interpolated US image going through the center of this ROI, first without compensation (c), then with compensation (e). In both cases, the corresponding difference images (d,f) with the desired US view are also computed. The efficiency of the compensation is shown on the difference image (f) where the ROI is roughly gray with no strong gradient, compared to the difference image (d). Moreover a visual error is defined as the Euclidean norm of the visual vector and is displayed on the curve (b).

Experiments were also performed to evaluate intensity-based visual servoing for tracking robot motion during surgery. In this case, we defined the desired ROI to include the tip of the concentric tube robot, as it was navigated inside the right atrium of the beating porcine heart [3]. Robot tip motion is automatically tracked by the proposed intensity approach during its movement. The results are presented in Fig. 3. In each of the acquired 3DUS volumes, the ROI remains centered on the tool tip, which validates the tracking task. Fig. 3(e) shows the decrease of the visual error with the tracking and Fig. 3(f) gives an estimate of the tool motion. This motion corresponds to a forward and backward translation along the direction of the tool shaft.

![Fig. 2. Tracking results for cardiac tissue. The desired anatomic target is delineated on the central view of the initial US volume (a). The motion compensation is validated by the decrease in visual error (b) and by the difference images (d,f) corresponding to the central image extracted from the ROI at iteration 240, respectively without (c) and with (e) compensation.](image)

![Fig. 3. Tracking results for the robot. The robot tip indicated by the surgeon in the initial US volume (a) is tracked in the successive ones (b,c,d). The tracking task allows the reduction of the visual error (e) and the estimation of the tool pose (f) (the θ representation is considered to describe the orientation, where u = (ux, uy, uz)TP is a unit vector representing the rotation axis and θ is the rotation angle.)](image)

DISCUSSION

We have presented a new direct visual servoing method for the estimation and compensation of rigid motions using 3DUS volume sequences and illustrated its effectiveness using data from robotic beating-heart surgery. These experiments validated the approach both for tracking the rigid motion of robotic tools and also for tracking the quasi-rigid motion of heart tissue.

As a next step, we will investigate extending the method to deal with the non-rigid motions of heart tissue using a deformable grid instead of the rigid ROI.
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