Quantifying Spatial Relations to Discover Handwritten Graphical Symbols
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ABSTRACT

To model a handwritten graphical language, spatial relations describe how the strokes are positioned in the 2-dimensional space. Most of existing handwriting recognition systems make use of some predefined spatial relations. However, considering a complex graphical language, it is hard to express manually all the spatial relations. Another possibility would be to use a clustering technique to discover the spatial relations. In this paper, we discuss how to create a relational graph between strokes (nodes) labeled with graphemes in a graphical language. Then we vectorize spatial relations (edges) for clustering and quantization. As the targeted application, we extract the repetitive sub-graphs (graphical symbols) composed of graphemes and learned spatial relations. On two handwriting databases, a simple mathematical expression database and a complex flowchart database, the unsupervised spatial relations outperform the predefined spatial relations. In addition, we visualize the frequent patterns on two text-lines containing Chinese characters.
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1. INTRODUCTION

All communication is based on the fact that the participants share conventions that determine how messages are constructed and interpreted. For graphical communication these conventions indicates how arrangements, or layout, of graphical objects encode information. For instance, graphical languages (sketch, mathematical or chemical expressions, etc.) are composed of a set of symbols within some constraints. These constraints could be the grammar of this language, the layout of symbols, and so on. Furthermore, the symbols are also composed of a layout of strokes. In this paper, the layout means that the elements (symbols, strokes) are arranged in the 2 dimensional space, so that we can build a coherent document. Figure 1 illustrates two handwritten documents, a handwritten mathematical expression and a handwritten flowchart. The spatial relations specify how these elements are located in the layout.

![Figure 1: Two different handwritten graphical documents: (a) a handwritten mathematical expression, (b) a handwritten flowchart.](image)

As an example, suppose that we have a set of two different shapes of strokes called graphemes \{\,,\,\,\,\,\,\,\,\}/. We assume that these graphemes are well detected by a clustering algorithm [1]. Using these two graphemes, we can compose two different symbols: “∧” and “∨”. The only difference between “∧” and “∨” is the spatial relation; “\" is put on the right side in “∧” and on the left side in “∨”. These spatial relations, left and right are easily defined manually.

With more graphemes and more spatial relations, it is possible to design new symbols. For instance, using the set of graphemes \{\,,\,\,\,\,\,\,\,\,/\}, we compose the symbol “∀” with the three strokes “\(1\)”, “\(2\)”, and “\(3\)”. We can say “\(2\)” is between “\(1\)” and “\(3\)”. In this case, between implies a relationship among three strokes which is the cardinality of this spatial relation [2]. In this paper, we limit the cardinality of spatial relation to two strokes, from a reference stroke to an argument stroke. However, with only 3 strokes, we have to consider...
6 different pairs of strokes to envisage all appropriate alternatives, for example \( \land_1 \rightarrow \land_2 \), \( \land_2 \rightarrow \land_1 \), \( \land_1 \rightarrow \land_3 \), etc. The number of spatial relation couples will grow rapidly with the increasing number of strokes in a layout [1]. In this paper, we focus on the automatic modeling of these spatial relations: can we learn the spatial relations as we learn shapes of strokes?

A traditional modeling of spatial relation is represented in three levels [2]: the topological relations, the orientation relations, and the distance relations. The topological characteristics are preserved under topological transformations for example translation, rotation, and scaling. A simple example of topological relation is the intersection of two strokes. The orientation relations calculate the directional information between two strokes [3]. For instance the stroke \( A \) is on the right of the stroke \( B \). The distance relations describe how far two strokes are.

Most of existing systems dealing with handwriting need some spatial relations between strokes. For instance, [3] uses a fuzzy relation position (orientation relations) for the analysis of diacritics on on-line handwritten text. In [4], authors add a distance information to design a structural recognition system for Chinese characters. In the context of handwritten mathematical expression recognition in [5], authors use the three levels of spatial relations to create a Symbol Relation Tree (SRT) using six predefined spatial relations: inside, over, under, superscript, subscript and right. Spatial relations are also useful in automatic symbol extraction as in our previous works in [1, 6]. In short, we extract automatically the graphical symbols from a graphical language with a simple set of predefined spatial relations. Our approach was tested successfully on a simple mathematical expression database. We predefined three domain specific relations (right, below, and intersection) to create a relational graph between strokes. The creation of this relational graph starts with the top-left stroke because of the left to right handwriting orientation. In the relational graph, the repetitive sub-graphs composed of graphemes and predefined spatial relations are considered as graphical symbols.

Using a simple set of predefined spatial relations is obviously not enough for describing “a new” (or “an unknown”) complex graphical language. We may lose some unknown spatial relations which are important for a specified graphical language. Let us consider the difference between 9 different layouts of the 2 previous strokes \{\( / \), \( \backslash \)\}: \( ^{\top} / \), \( ^{\top} \backslash \), \( ^{\top} \backslash / \), \( ^{\top} / \backslash \), \( ^{\top} \backslash , ^{\top} \backslash / \), \( ^{\top} / \backslash , ^{\top} \backslash / \), \( ^{\bot} / \), \( ^{\bot} \backslash \), \( ^{\bot} \backslash / \), \( ^{\bot} / \backslash \), \( ^{\bot} \backslash , ^{\bot} \backslash / \), \( ^{\bot} / \backslash , ^{\bot} \backslash / \). We want to distinguish these 9 layouts. We assume \( ^{\top} / \) as the reference stroke and \( ^{\bot} / \) as the argument stroke. If we categorize these layouts by intersection, two groups will be obtained: \{\( ^{\top} / \), \( ^{\top} \backslash \), \( ^{\top} \backslash / \), \( ^{\top} / \backslash \)\} and \{\( ^{\bot} / \), \( ^{\bot} \backslash \), \( ^{\bot} \backslash / \), \( ^{\bot} / \backslash \)\}. If we categorize these layouts by four predefined directions (right, left, above, and below) of \( ^{\top} / \), four groups will be obtained: \{\( ^{\top} / \), \( ^{\top} \backslash \), \( ^{\top} \backslash / \), \( ^{\top} / \backslash \)\}, \{\( ^{\bot} / \), \( ^{\bot} \backslash \), \( ^{\bot} \backslash / \), \( ^{\bot} / \backslash \)\}, \{\( ^{\top} / \), \( ^{\top} \backslash \), \( ^{\bot} / \), \( ^{\bot} \backslash \)\}, and \{\( ^{\top} / \), \( ^{\top} \backslash \), \( ^{\bot} / \), \( ^{\bot} \backslash \)\} with the confusing layout \( ^{\bot} \times \). The combination of left (directional relations) and intersection (topological relations) allows the distinction of these layouts. However, there are many combinations of spatial relations in a complex graphical language. It is hard to predefine manually all the useful combinations of spatial relations.

In this paper, we introduce the proposed strategy extended from our previous works [1,6] in Section 2. The contribution of this paper is to discuss how to use a clustering technique to discover the spatial relations rather than some predefined spatial relations in previous works after the construction of relational graphs. Then, we use the learned spatial relations to discover the graphical symbols (sub-graphs) in three different domains.

2. SYSTEM OVERVIEW

We give an overview of our proposed strategy to construct the relational graph between strokes, which will be processed by a graph mining technique to discover the handwritten graphical symbols. Our proposed strategy is divided into four main steps: i) the pre-processing of strokes, ii) the construction of relational graphs between strokes, iii) the quantization of spatial relation couples using a clustering technique, iv) and the handwritten graphical symbol discovery using a graphs mining algorithm [1, 6, 7].

2.1 Pre-processing of strokes

First of all, given some graphical evidences (a set of strokes \( \{ \text{str}_i \} \)), a strokes pre-processing is required. Since the strokes may be collected by different input devices or written by different individuals, the same layout may be found at different scales. We define a graphical sentence as a layout organized by a set of strokes where this set contains only full graphical symbols, not a part of symbol. Each graphical sentence is independent of the other graphical sentences in terms of the spatial relations, but all the graphical sentences use the same
graphical symbol set. For example, a set of graphical sentences can be a set of pages which are homogenous but independent. Figure 2 shows two graphical sentences produced by a handwritten flowchart language. Two graphical sentences are independent in terms of the spatial relations. All the strokes in a graphical sentence have to be normalized by a local unit size. We analyze the spatial relations on this normalized layout. Considering the shape of strokes, we use a hierarchical clustering to regroup the strokes into a finite set of $n_g$ graphemes, named codebook, and the strokes are labeled with the nearest grapheme [6]. This step is the quantization of strokes. In the generation of codebook, we do not consider the size of strokes, but only the shape of strokes is considered. In next sections, we construct firstly the relational graph between strokes and quantify secondly the spatial relations (edges in the relational graph) to discover graphical symbols.

2.2 Construction of the Relational Graph

Given a graphical sentence, we describe the layout of strokes with a relational graph. We consider the nodes as the strokes and the edges as the spatial relations, as shown in Figure 3. A spatial relation is defined from a reference stroke to an argument stroke. In other words, the edge is directed. This allows for instance to distinguish between two different layouts, such as “<--” and “-->”. To select a couple of reference stroke and argument stroke, we have to account for the limited visual angle of the human vision system [8]. Consequently, the strokes which are far away from the reference stroke are not necessary to be linked with the reference stroke. We prefer the symbols composed of the closest strokes since the symbols are naturally defined by human. We create the directed edges from a reference stroke to the $n_{cstr}$ closest strokes. The distance for the closest strokes is defined by the Euclidean distance between two closest points in the two sequences of points (the two strokes) respectively. Formally, suppose that we have two strokes, $str_x = (..., pt_i, ...)$ and $str_y = (..., pt_j, ...)$ where $pt_i$ and $pt_j$ are the points in the strokes, we define the distance between two strokes as:

$$
\text{dist}_{str}(str_x, str_y) = \min_{pt_i \in str_x, pt_j \in str_y} \text{dist}_{pt}(pt_i, pt_j)
$$

(1)

where $\text{dist}_{pt}(pt_i, pt_j)$ is the Euclidean distance. Therefore, considering a reference stroke $str_{ref}$, we can find the closest stroke, $CStr(str_{ref}) = \arg \min_{str_y \in \{str_i\}} \text{dist}_{str}(str_{ref}, str_y)$ where $CStr(str_{ref})$ is not necessary equal to $CStr(CStr(str_{ref}))$. At the end, we can extract the spatial relation couples from the edges of relational graph for the clustering to find the spatial relation prototypes.

For instance, we consider the stroke (1) as the reference stroke in Figure 3. We can see that the reference stroke (1) has intuitively some obscure symbol relationships with the nearby strokes (2) and (3). As an example, we choose the $n_{cstr} = 1$ closest stroke to create the relational graph. The relation graph shows that $(CStr(Stroke(1)) = Stroke(2)) \neq (CStr(Stroke(2)) = Stroke(4))$. Since we have 15 edges in the relational graph, we have 15 spatial relation couples for the clustering. In next section, we vectorize the spatial relations for the clustering.

2.3 Spatial Relation Vectorization for Clustering and Quantization

We create a relational graph for the graphical sentence and many spatial relation couples are extracted. In this section, we vectorize the spatial relation between two strokes. We extract firstly the features of spatial relations. The spatial relation can be represented in three levels: distance relations, orientation relations, and topological relations [2]. In our case, the distance relation describes how far an argument stroke is from a reference stroke. We use the $\text{dist}_{str}(str_{ref}, str_{arg})$ as the distance relation (1 feature). The orientation relations illustrate some
directional relations. A fuzzy model of directional relations between two strokes can be applied [3]. Therefore, we choose four fuzzy directional relations, right, left, above, and below which define 4 features in the range [0,1]. Concerning the topological relations, many different relations may be considered [9]. We use only the topological relation of intersection (1 binary feature). Since the size of grapheme is ignored in the step of quantization of strokes, we add a relative size from a reference stroke to an argument stroke (1 feature). We define the diagonal length of the bounding box of the stroke \( str_i \) as \( Diagonal(str_i) \). The relative size from a reference stroke to an argument stroke is \( RS(str_{ref}, str_{arg}) = Diag(str_{arg})/Diag(str_{ref}) \). Table 1 summarizes the value range of each feature. Four groups of features are extracted: the Relative Size \( S \), the Distance \( D \), the Fuzzy Directions \( F4 \), and the Intersection \( I \).

<table>
<thead>
<tr>
<th>Relative Size ( S )</th>
<th>Distance ( D )</th>
<th>Fuzzy Directions ( F4 )</th>
<th>Intersection</th>
</tr>
</thead>
<tbody>
<tr>
<td>( RS(str_{ref}, str_{arg}) )</td>
<td>( dist_{str}(str_{ref}, str_{arg}) )</td>
<td>[0, 1]</td>
<td>[0, 1]</td>
</tr>
<tr>
<td>Range: (0, +( \infty ))</td>
<td>[0, +( \infty )]</td>
<td>[0, 1]</td>
<td>[0, 1]</td>
</tr>
</tbody>
</table>

Table 1: Value range of each feature in spatial relation

Considering the different value ranges of each feature, we use a double sigmoid function [10] to normalize \( RS(str_{ref}, str_{arg}) \) and \( dist_{str}(str_{ref}, str_{arg}) \) into \([0, 1]\). The double sigmoid function reduces the effect of the extreme large and small values (outliers). Thus the 7 features are balanced in terms of their dynamics. Finally, we get a spatial relation vector of 7 dimensions to model the spatial relations between two strokes. The distance between two spatial relation vectors is simply defined as the Euclidean distance. We use the K-means clustering algorithm to generate \( n_{sr} \) spatial relation prototypes. Therefore the edges (spatial relations) in the relational graph can be labeled with the \( n_{sr} \) closest spatial relation prototypes. This labeling step is the quantization of the spatial relations. In this paper, we use \( n_{sr} = 1 \) which means that it exists only one spatial relation prototype from the reference stroke to the argument stroke. After the quantization of edges, we got the relational graph between strokes.

Figure 4 shows an example where \( n_{sr} = 4 \) spatial relation prototypes (SR1 to SR4) are used. We quantify the spatial relations on the relational graph. As the targeted application, we will discover the symbols which are the repetitive sub-graphs on the relational graphs in next section.

2.4 Discovering Graphical Symbols

After the quantization of strokes and spatial relations, we get the relational graph with discrete nodes and edges. Thus, we can discover the symbols on the relational graphs. We introduce briefly the symbol discovery procedure since this paper mainly focuses on the problem of vectorization of spatial relations.
The extraction of some symbol and lexicon knowledge has been proposed from texts using natural languages with unsupervised techniques based on the Minimum Description Length (MDL) principle [11–13]. In this case, the search space is linear since a text is a one dimension sequence of characters. We extend this kind of approach on 2D graphical languages[1]. We organize the graphical elements (strokes) as relational graphs which are in a two-dimensional space. We apply SUBDUE (SUBstructure Discovery Using Examples) to discover symbols in the relation graphs with predefined spatial relations, where SUBDUE [7,14] extracts the repetitive substructures in graphs using MDL principle.

Once the substructures are extracted, they are used to perform a segmentation task on some new graphical sentences. We would like that these substructures correspond as much as possible with the symbols defining the ground-truths of the graphical sentences. Four measures are proposed in [1, 6, 11, 12] to evaluate the recovery performance by a segmentation task: recall rate ($R_{Recall}$), crossing bracket rate ($R_{CB}$), lost rate ($R_{Lost}$), and top rate ($R_{Top}$). The recall rate calculates the percentage of right segmentations which are found in ground-truths. On the contrary the second measure $R_{CB}$ reveals the errors of the segmentation which are crossing with the ground-truths. $R_{Lost}$ corresponds to the percentage of symbols in ground-truths which are lost, where $R_{Lost} = 1 - R_{Recall} - R_{CB}$. As the result of the hierarchical structures of the resulting segmentation, $R_{Top}$ evaluates the performance of the longest possible segments of the hierarchical segmentation. In the next section, we use this protocol [1,6] and measures to show the contribution of learning spatial relations when compared to that using predefined relations.

3. EXPERIMENTS ON DIFFERENT HANDWRITTEN GRAPHICAL LANGUAGES

We evaluate our approach on three different contexts which correspond to three handwriting databases, an artificial mathematical expression database, a realistic flowchart database, and a Chinese handwriting database [15].

3.1 Handwritten Corpus

The first simple database is a synthetic handwriting database named Calculate [16] of realistic handwritten expressions synthesized from isolated symbols. The expressions in Calculate are produced according to the grammar $N_1 op N_2 = N_3$ where $N_1$, $N_2$ and $N_3$ are numbers composed of 1, 2 or 3 digits from real isolated \{0, 1, ..., 9\}. The distribution of number of digits for $N_i = \{1,2,3\}$ is 70% of 1 digit, 20% of 2 digits and 10% of 3 digits randomly. Furthermore, $op$ represents the operators \{+, −, ×, ÷\}. Figure 5a shows an example in Calculate with $N_1$, $N_2$, $N_3$ and $op$ containing 3 digits, 1 digit, 2 digits and “×” respectively. Calculate is composed of a training part and a test part. The training part comprises 897 expressions from 180 writers. The test part contains 497 expressions written by another 100 writers.

The second handwriting database is a realistic handwritten flowchart database named FC database [17]. We use only the six different graphical symbols that represent the basic operations (data, terminator, process, decision, connection, arrows) without any handwritten text, as displayed in Figure 5b. A total number of 419 flowcharts are written by 36 writers. The training part comprises 248 flowcharts and the test part contains 171 flowcharts.

For these two handwritten databases which are two different graphical languages, we computed spatial relations and graphemes by clustering and extracted the lexicon by the iterative search algorithm [1] on the training part. The learned graphemes, the learned spatial relations, and the learned lexicon are tested on their respective test part.

At the end, we test our approach on the Chinese handwriting database SCUT-COUCH [15] containing handwritten Chinese text-lines with structural Chinese characters. We extract and visualize the frequent patterns in Chinese characters.

3.2 Comparison between predefined spatial relations and learned spatial relations

In this section, we compare the performance of the predefined spatial relation prototypes and unsupervised learned spatial relation prototypes on two different graphical languages, the simple one-line mathematical expressions and the complex flowcharts. Since we mainly focus on the evaluation of learned spatial relations, as an
example, we set \( n_{cstr} = 2 \) closest strokes and \( n_{csr} = 1 \) spatial relation prototype of edge for these two databases. Considering the number of grapheme prototypes, \( n_g = 120 \) for Calculate database, \( n_g = 100 \) for FC database.

In our previous work [1], we predefined two directional relations (right, below) and intersection starting with the top-left stroke because of the left to right handwriting orientation. To support a more general 2D graphical language in this experiment setup, we predefined a set of 5 spatial relation prototypes noted (Pre): right, left, below, above and intersection. For instance, the spatial relation prototype of right is a vector \((0, 0, 1, 0, 0, 0, 0)\) in Table 1. Therefore, we choose the number of prototypes as \( n_{sr} = 5 \) for unsupervised learning so that we can compare the performance between predefined relations and learned relations. To control the clustering and obtain the 5 relational prototypes, we select different feature sets, namely \((F_4), (I), (F_4, I),\) and \((S, D, F_4, I)\), as presented in Table 1. Note the learned relations using the \((F_4, I)\) set of features use the same information as the predefined relations \((Pre)\).

We evaluate firstly the learned spatial relations on the test part of the simple Calculate database in Table 2a. \((Pre)\) reports a recall rate of 73.6% on the test part of Calculate database while \((F_4)\) achieves a slightly lower recall rate of 72.7% (0.9% difference). But the unsupervised relations using the features \((S,D,F_4,I)\) report the best recall rate 75% using the same number of prototypes \(n_{sr} = 5\).

We evaluate secondly in Table 2b the learned spatial relations on the test part of the more complex FC database. Although \((Pre)\) gets a recall rate 49% which is also slightly higher than that of \((F_4,I)\), the unsupervised \((F_4)\) achieves the highest recall rate 52.8%. It means that \((F_4)\) is more symbol discriminant on FC database.

<table>
<thead>
<tr>
<th></th>
<th>( R_{Recall} )</th>
<th>( R_{CB} )</th>
<th>( R_{Lost} )</th>
<th>( R_{Top} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((Pre))</td>
<td>73.6%</td>
<td>20.8%</td>
<td>5.6%</td>
<td>12.3%</td>
</tr>
<tr>
<td>((F_4))</td>
<td>74.5%</td>
<td>19.6%</td>
<td>5.9%</td>
<td>13.4%</td>
</tr>
<tr>
<td>((I))</td>
<td>70.7%</td>
<td>25.2%</td>
<td>4.2%</td>
<td>10.1%</td>
</tr>
<tr>
<td>((F_4,I))</td>
<td>72.9%</td>
<td>21.4%</td>
<td>5.6%</td>
<td>12.2%</td>
</tr>
<tr>
<td>((S,D,F_4,I))</td>
<td>75%</td>
<td>19.8%</td>
<td>5.2%</td>
<td>11.8%</td>
</tr>
</tbody>
</table>

(a) On the test part of Calculate database.

<table>
<thead>
<tr>
<th></th>
<th>( R_{Recall} )</th>
<th>( R_{CB} )</th>
<th>( R_{Lost} )</th>
<th>( R_{Top} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((Pre))</td>
<td>49%</td>
<td>21.9%</td>
<td>32.3%</td>
<td>37.3%</td>
</tr>
<tr>
<td>((F_4))</td>
<td>52.8%</td>
<td>14.9%</td>
<td>32.3%</td>
<td>37.3%</td>
</tr>
<tr>
<td>((I))</td>
<td>47.7%</td>
<td>28.9%</td>
<td>23.4%</td>
<td>24.8%</td>
</tr>
<tr>
<td>((F_4,I))</td>
<td>48.7%</td>
<td>24.7%</td>
<td>26.5%</td>
<td>28.7%</td>
</tr>
<tr>
<td>((S,D,F_4,I))</td>
<td>46.1%</td>
<td>26.8%</td>
<td>27.1%</td>
<td>35.9%</td>
</tr>
</tbody>
</table>

(b) On the test part of FC database

Table 2: Comparison between “Pre”\((5 \) predefined spatial relation prototypes: right, left, above, below and intersection) and \( n_{sr} = 5 \) learned spatial relation prototypes using different features respectively: \((F_4), (I), (F_4, I),\) and \((S, D, F_4, I)\) on the test part of databases.

Then, we evaluate different numbers of spatial relation prototypes on the test part of FC database in Figure 6 using \((F_4)\). The recall rate gets the peak 52.8% using the number of prototypes \(n_{sr} = 5\). Thus the best tradeoff number of prototypes is \(5\) because of the high \( R_{Recall} \) and the low \( R_{CB} \).

Figure 7 illustrates a real example of symbol recovery from a flowchart. In three sub-figures, the dashed rectangle boxes represent the segmentations. The different colors represent the different longest segmentations in the hierarchical structure. The small red circle means where is the pen-down (starting) point in a stroke. The
Figure 6: Performance of different numbers of spatial relation prototypes using the feature (F4) on the test part of FC database

ground-truths of flowchart are shown in Figure 7a. Figure 7b displays the learned hierarchical segmentations for this flowchart. We show the common segmentations which are $R_{Recall}$ between the ground-truths and learned segmentations in Figure 7c. Thus we can find that the frequent arrows, rectangles, and circles are extracted.

At the end, we test qualitatively our strategy on only two text-lines in the Chinese database SCUT-COUCH [15] in Figure 8. The same symbol extraction as previous examples is applied on learning data and the Figure 8a shows the resulting hierarchical segmented Chinese texts. The frequent stroke layouts in Chinese texts are illustrated in Figure 8b where $#i$ means we extract the patterns in the $i$ iteration, starting from the most frequent and large pattern (more strokes) to reduce the description length [1]. We can find 8 different stroke layouts using the MDL principle. Some of them are Chinese radicals. For instance, the extracted layouts in #3 and #4 iterations are radicals in the character “文”.

4. CONCLUSION

In this paper, we discuss the construction of a relational graph between strokes (nodes) and the quantization of the spatial relations (edges). As the application, we extract the handwritten graphical symbols (the frequent sub-graphs) using an algorithm proposed in [1]. Through the experiments, we compare the performance between the predefined spatial relations and learned spatial relations on two handwriting databases. On two handwritten different contexts, mathematical expressions and flowcharts, the learned spatial relation prototypes outperform the predefined spatial relations. We got a fair recall rate of 52.8% against 49% using predefined spatial relations on the test part of FC database. In addition, we visualize the frequent layout of strokes on two Chinese text lines to understand more explicitly our strategy.
Figure 8: Unsupervised learning of Chinese characters: a) the hierarchical segmentation for two text-lines and b) the extracted frequent patterns in #i iteration.

However, the spatial relation between two strokes is quantified into only $n_{csr} = 1$ edge (one spatial relation prototype). This quantization lose some information. The fuzzy edge matching of spatial relations could improve the recall rate which would be our future work.
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