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Abstract

Heat removal problem has been a bane of three dimensional integrated circuits (3DICs). Comparing with other passive cooling techniques, microfluidic cooling appears to be an ideal cooling solution due to its high thermal conductivity and scalability. Without regarding to the fact of non-uniform power distribution of integrated circuits, existing microfluidic cooling with uniform cooling effort incurs large thermal gradient and wastes pump power. This can be avoided by the customized non-uniform cooling scheme proposed in this paper. The microfluidic channels are divided into clusters of relatively homogeneous power distribution and an appropriate flow rate setting is applied to each cluster based on the total flow rate and the maximum allowable temperature of the 3DIC. This paper proposes an efficient clustering algorithm to guide the division of microchannels into clusters and the allocation of cooling resources to each cluster in order to achieve an effective microfluidic cooling with minimal total flow rate. A compact steady state thermal simulator has been developed and verified. Supported by this fast and accurate thermal model, the proposed cooling method and clustering algorithm have been applied to a 3D multi-core testbench for simulation. Compared to the uniform flow rate cooling, the maximum temperature and thermal gradient were reduced under the same total flow rate settings. On the other hand, for a specific peak temperature constraint, up to 21.8% saving in total flow rate with moderate thermal gradients is achieved by the proposed clustered microfluidic cooling.
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1. Introduction

Three Dimensional Integrated Circuit (3DIC) has gained tremendous research interests recently due to its merits of short interconnection, compact integration and amenability to heterogenous process technologies [1–7]. Different from the conventional single-layer approach, 3D circuits and systems expand the design space into the third dimension by stacking multiple layers of integrated circuits. Different layers of active devices can be connected using various methods. One of the most promising techniques is by Through Silicon Vias (TSVs) [8, 9]. Others such as capacitive-coupling-based interconnects [10, 11] are also found in the literature.

Due to physical constraints and product yield requirements, the trend of shrinking device feature size and enlarging die size to integrate more functionality into a single chip has slowed down recently but the consumers’ demand for more powerful and ever intelligent computing devices remains. TSV-based 3D integration is most apt to meet this challenge as it makes use of the existing economy-of-scale semiconductor manufacturing processes in an innovative manner. While the topology of 3DIC provides broader design space exploration to overcome many design constraints, it exacerbates the heat dissipation problem. Already heat removal from circuit components to ambient has been a problem for 2D large scale integrations as technology node scales and clock frequency increases [12–16], the stacking of circuits in 3DIC simultaneously increases power density and junction-to-ambient thermal resistances, making the circuits even more vulnerable to thermal induced hazards. Effective and efficient cooling techniques are thus needed to manage the thermal condition of 3D chips.

Traditional heat-sink-on-top cooling method has been proven unsatisfactory to maintain 3D stack’s temperature due to its low thermal conductivity and long heat transfer paths for layers far from the heat-sink [17]. To overcome the second drawback, thermal TSVs and thermal wires [18–21] were proposed to provide a fast heat conduit from devices to heat-sink. However, the improvements were shown to be fairly limited and the additional TSVs are overheads that compete for the precious silicon areas. Microfluidic cooling [22] is found to be a more effective cooling technique for 3DIC. By circulating fluidic coolant through inter-layer microchannels, this technique provides local thermal grounds directly to the heat sources, hence eliminates the long heat transfer path problem. In addition, liquid cooling exhibits a much higher thermal conductivity than air cooling by heat-sink, and is scalable to cope with varying number of device layers [17]. All the above advantages have been well documented in the literature [17, 22, 23, 25–27]. One feature of liquid cooling that has escaped the attention is the flow rates can in principle be controlled individually to provide a customized cooling since they are independent of each other. This is a de-
sired feature for 3D circuits due to the heterogeneity. The power density is usually not evenly distributed either laterally or vertically. Previous works [23, 24, 28–30] assume uniform flow rate distribution among microchannels. With one flow rate for all channels, large flow rate is normally set to cater for the hottest spot to maintain the stack temperature under threshold, and excessive pump energy has been wasted to overcool other parts of the circuit. Although the flow rate can be independently set by allocating a micro-pump to each channel, doing so will incur large overheads in hardware and control mechanism. A sensible tradeoff is to divide the channels into groups and control the flow rate of each group. We call such groupings “channel clusters” by analogy between the control of temperature by microfluidic flow rate and that of power dissipation by voltage scaling in clustered voltage scaling [32]. In [33], we presented a thermal management scheme based on clustered microfluidic cooling. Although an impressive saving of total flow rate with smoother temperature distribution over the uniform-flow-rate cooling was reported, the channels were grouped intuitively and the results could actually be undermined by poorly grouped clusters.

In this paper, a detailed analysis on microfluidic cooling for 3DICs by different clustered cooling efforts will be presented. A clustering algorithm is proposed to guide the grouping of microchannels based on the power density distribution. A compact thermal model has also been developed to simulate the steady state temperature of microfluidic cooled 3DICs under different cooling settings. Experiment results show that with proper clustered microfluidic cooling, lower and smoother temperature distribution can be achieved under the same total flow rate constraint. On the other hand, for a given maximum temperature constraint, clustered microfluidic cooling can save up to 21.8% of the total flow rate in our experiment.

The remaining part of this paper is organized as follows. In Section 2, we briefly describe the targeted architecture of 3D integrated circuits. A compact thermal model of microfluidic cooled 3DIC is presented in Section 3. In Section 4, our proposed clustering algorithm to divide the channel clusters based on the power information is introduced. Guideline for achieving minimum total flow rate under maximum temperature constraint is presented. The experiment results are presented in Section 5 before the paper is concluded in Section 6.

2. Architecture of 3D Integrated Circuit

Fig. 1 illustrates a schematic cross-sectional view of a typical 3D chip that was considered in most publications [23, 28, 29]. In the figure, four active layers are stacked and inter-layer microchannels are pre-etched before bonding. The active layers are usually composed of Back End Of Line (BEOL), device and thinned bulk layers. The microchannels are assumed to be uniformly distributed and have identical sizes. The channel walls are also equally sized except for the walls at the boundaries. For the ease of modeling, the boundary walls are set to be half the width of the inner walls. The liquid coolants will flow through the microchannels in one direction as the carrier of the generated heat. A large reservoir of coolant is assumed so that the coolant at the inlet will always be at the same temperature as the ambient.

A multi-core system using the described 3D architecture is used for the simulation in this paper. Each active layer will accommodate four Alpha-2 microprocessors so that in total sixteen cores are combined in the 3D chip. Five benchmarks namely bzip, eon, fma, gcc and gzip from SPEC2000 [45] are randomly assigned to the microprocessors to simulate real life workload conditions. More details about how this 3D multi-core system is explored for the simulation of our proposed non-uniform flow rate microfluidic cooling scheme can be found later from the experimental settings of Section 5.

3. Compact Thermal Modeling of Microfluid-Cooled 3DIC

To develop and verify our proposed clustering algorithm, a compact thermal model is needed to estimate the steady state temperature of 3DICs. Fortunately, there is no need to reinvent the wheel but overcome the deficiency of adapting the existing thermal modeling of microfluid-cooled 3DIC for our purpose. An early work [23] and its enhanced version [24] predict the thermal profiles by solving energy and momentum conservation equations. Iterations are needed until the convergence is met, hence the simulation will be too slow for large systems. More recent work [28] introduces a new concept called “thermal wake” function to account for the influence of upstream heating on the downstream cells. However, extensive numerical pre-simulations are needed to obtain the coefficients for the function. The latest work called 3D-ICE [29] is a 4-resistor-model-based compact transient thermal simulator. The simulation result was claimed to be accurate, but the granularity of grid cell partitioning is too fine to be efficient for reasonably simple circuits and the problem explodes in size for circuits such as the multi-core 3DIC architecture considered in Section 2. This problem was later addressed in [30] by model reduction using 2-resistor-model. Significant reduction in CPU time was reported. However, this model adopts conventional measurements of macro-channels for fluid heat transfer characterization. A survey done by Sobhan and Garimella [31] on microchannel thermodynamics shows different thermal behaviors of microfluids compared with fluids in macro scale. Thus,
3D-ICE’s approach may introduce deviations from accurate estimation. In [33], the authors have developed a simple thermal model of 3DIC based on HotSpot [46]. However, accuracy is not verified and fluid thermodynamics are taken from measurements of macro-scale setups. This work further improves the previous thermal model and a simple verification is done against the commercial simulator COMSOL [42].

![Figure 2: Grid division of 3D integrated circuit](image)

In this section, we briefly introduce our approach to thermal modeling of microfluid-cooled 3DICs. Similar to the existing methods, finite element analysis is used to evaluate the thermal condition of 3DIC. As shown in Fig. 2, the silicon layers are divided into regular grid cells. Every channel is also divided into sections to fit into the grid structure, with the section numbers equal to the row numbers. For each silicon cell at steady state, an equilibrium equation in the form of Equation (1) can be set up where the first summation indicates the heat taken away by the microchannels and the second summation describes the lateral and vertical heat spreading among the silicon cells.

\[
\sum_i (T_{Si} - T_{Ch,i})g_{Si-Ch,i} + \sum_j (T_{Si} - T_{Si,j})g_{Si-Si,j} = p_{Si}
\]

where \(T_{Si}\) denotes the temperature of the silicon cell under investigation, \(T_{Ch,i}\) and \(T_{Si,j}\) denote the \(i^{th}\) channel cell and \(j^{th}\) silicon cell in contact with the considered silicon cell. \(g_{Si-Ch,i}\) and \(g_{Si-Si,j}\) represent the corresponding thermal conductances between the cells. \(p_{Si}\) denotes the heat generation rate of the silicon cell, which is the average power consumption. By solving those equilibrium equations simultaneously, the steady state temperature profile can be obtained. Note that although all the solid cells are called “silicon cells” for convenience, they may not necessarily be sole silicon. For instance, for the architecture mentioned in Section 2, the silicon cells are actually composed of BEOL, device and bulk layers. In such case, composite material properties will be estimated and used.

### 3.1. Average Power Consumption Estimation

Information on power consumption of 3DIC is a prerequisite for steady state thermal simulation. In this work, the average power consumptions of microprocessors are obtained using Wattch [41]. Wattch is a micro-architecture-level power simulation tool that generates cycle-accurate power values for out-of-order microprocessors according to some specific sets of instructions. In our experiments, SPEC2000 benchmarks are used as the input for the cores. Average unit power consumptions running any benchmark are then estimated by calculating the means of cycle-accurate power values obtained from a complete simulation of the benchmark. For simplicity, the correlation between leakage and temperature is not considered at this stage.

#### 3.2. Thermal Conductance Network

As indicated in Equation (1), the key task of building the thermal model is to obtain all the thermal conductances \(g_{Si-Ch}\) and \(g_{Si-Si}\). For the case of silicon to silicon cells, the calculation of thermal conductances is straightforward as

\[
g_{Si-Si} = k \cdot A_{Si-Si} / L_{Si-Si}
\]

where \(k\) represents the thermal conductivity of material, \(A_{Si-Si}\) is the contact area between two solid cells and \(L_{Si-Si}\) denotes the length of heat transfer path.

Thermal conductances between silicon and channel fluid are influenced by microchannels’ dimension and fluid properties such as heat capacity, thermal conductivity, viscosity and flow rate. These factors are summarized by the heat transfer coefficient \(h\), which is formulated as

\[
h = \frac{k \cdot Nu}{D_H}
\]

where \(k_f\) is the fluid’s thermal conductivity. \(D_H\) denotes the hydraulic diameter and is determined by Equation (4) for rectangular channels.

\[
D_H = \frac{4 \cdot A_{Ch}}{P_{Ch}}
\]

where \(A_{Ch}\) and \(P_{Ch}\) are the channel cross-sectional area and channel perimeter, respectively. The Nusselt number \(Nu\) is usually obtained by correlations to Reynolds number \(Re\), Prandtl number \(Pr\) and channel dimension in the literature. Since our thermal model assumes water as the coolant which has a \(Re \ll 2100\) at normal flow rate, laminar flow in the microchannel is most probable [34]. For fully developed laminar flows in microchannels, the following correlation proposed by Peng and Peterson [35] is adopted:

\[
Nu_{PP} = 0.1165 \left( \frac{D_H}{Pitch} \right)^{0.81} \left( \frac{H_{Ch}}{W_{Ch}} \right)^{0.79} Re^{0.62} Pr^{1/3}
\]

where \(Pitch\) refers to the center-to-center distance of adjacent microchannels. \(H_{Ch}\) and \(W_{Ch}\) are the height and width of microchannels. \(Re\) and \(Pr\) can be obtained by the following formulas:

\[
Re = \frac{4 \cdot \rho \cdot Q}{\nu \cdot F_{Ch}}
\]

\[
Pr = \frac{SpHeat \cdot \nu}{k_f}
\]
where \( \rho, Q, S\text{pHeat}_f \) and \( \nu \) are the fluid’s density, flow rate, specific heat and dynamic viscosity, respectively.

In addition, the heat exchange efficiency is significantly higher at entrance region of microchannels due to thin developing thermal boundary layer [30, 34, 36]. To take the entrance effect into consideration, we adopt the formulation proposed by Seider and Tate [36] as follows:

\[
Nu_{ST} = N_{U0}(Re \ast Pr)^{1/3} \left( \frac{D_H}{l} \right)^{\gamma}
\]

where \( l \) represents the distance from channel entrance. As Seider and Tate’s correlation was derived from macro-scale channels, its original coefficients (\( N_{U0} = 1.86, \gamma = 1/3 \)) need to be revised to adapt to micro-scale cases. With the aid of COMSOL [42], the new coefficients are model-fitted to obtain \( N_{U0} = 30, \gamma = 1.67 \), which implies a faster decay of heat transfer coefficient at entrance region for a shorter entrance length.

The aggregated Nusselt number can thus be calculated as

\[
Nu = Nu_{PP} + Nu_{ST}
\]

A plot of Nusselt number is shown in Fig. 3. The microfluidic exhibits high heat transfer coefficient initially at the entrance region and decays asymptotically to a constant as the thermal boundary profile is fully developed.

![Figure 3: Demonstration of decaying Nusselt number along flow direction](image)

The convective conductance \( g_{SI-Ch} \) can thus be calculated as:

\[
g_{SI-Ch} = h \cdot A_{SI-Ch}
\]

where \( A_{SI-Ch} \) denotes the effective heating area from the silicon cell to the channel section.

### 3.3. Steady State Thermal Analysis

From the above formulas, all the thermal conductances can be easily obtained. Note that thermal conductances between cells will be zero if no direct heat exchange is observed. By rearranging Equation (1) and assuming that there are \( N \) silicon cells and \( M \) microchannel sections in total, for a silicon cell \( i \), the following equation holds.

\[
\left( \sum_j g_{SI-Ch,i,j} + \sum_k g_{SI-Ch,k} \right) T_{SI,j} - \sum_j g_{SI-Ch,i,j} T_{SI,j} - \cdots - \sum_k g_{SI-Ch,k} = p_i T_{Ch,j}\]

\[
= (T_{Ch,j} - T_{Ch,j-1})pQ \cdot S\text{pHeat}_f
\]

where the left side of the equation expresses the total amount of heat extracted from the silicon cells, and the expression on the right side represents the cooling effect produced by the coolant from the upstream section. \( T_{SI,j} \) denotes the temperatures of the silicon cells surrounding the \( j \)th section of a channel and \( T_{Ch,j} \) denotes the temperature of the upstream micro-channel section. With the additional \( M \) equations for the micro-channel sections, the sparse linear system \( G \cdot T = P \) can now be solved. The column matrix \( T \) stores the temperature values of every cell in the 3DIC.

### 3.4. Software Implementation

Our thermal model is programmed in C language, which invokes KLU sparse solver [43] provided by SuiteSparse [44]. The thermal model takes a configuration file as input for 3DIC structure description. Based on this description, the conductance matrix \( G \) is constructed by filling in the column pointer array, row index array and numerical value array required by KLU. The heat generation matrix \( P \) is created by padding the power consumption of each grid cell. As the wall and channel cells takes in external coolant at ambient temperature, they will have zero entries in \( P \) matrix except for the inlet channel cells which has entries of \( Q \cdot S\text{pHeat}_f \cdot T_a \), where \( T_a \) is the ambient temperature. The linear system will then be solved by KLU to obtain the temperature matrix.

The processes of building conductance matrix and heat generation matrix both have a time complexity of \( O(m) \), where \( m \) refers to the number of nonzero entries. In addition, the solver of KLU has a time complexity of \( O(n + m) \), where \( n \) denotes the matrix size. Note that for thermal modeling of 3DIC, \( m \) is in the order of \( O(n) \). Thus our thermal model has an overall time complexity of \( O(n) \) which scales linearly with total number of grid cells.

### 4. Proposed Channel Clustering Algorithm for Non-uniform Microfluidic Cooling Effort

Depending on the circuit function and floorplanning, the power consumption of 3D stack is usually distributed unevenly
on each layer. Fig. 4 shows the top layer’s power density map of the target 3D multi-core architecture, where the red colored cells represent high power density areas as opposed to the blue regions where the power densities are relatively low. If uniform cooling effort is applied to the 3D stack, to keep the temperatures of potential hot spots under threshold, a large flow rate needs to be provided. This will result in wasted energy for overcooling of the low power regions, which creates large lateral thermal gradients and shortens the device’s lifespan. In contrast, if the cooling effort can be customized to adapt to the appropriate cooling demand variation caused by the uneven power distribution, efficient microfluidic cooling with better steady state results is envisioned.

The ultimate control of cooling effort, i.e., the micro-channel flow rates, requires one flow rate setting per channel, which leads to large overheads and is usually unnecessary. Instead, a limited number of flow rate settings can be assigned to different channels whereby the microchannels that share the same setting are said to belong to the same channel cluster. An algorithm that guides the clustering of channels and appropriate flow rate assignment is hence needed to project an optimal channel allocation for this notion of microfluidic cooling.

4.1. Clustering of Channels

The heat exchange paths of any silicon cell in the 3D grid can be classified into two categories, as implied by Equation (1). One is referred to as the silicon to channel heat transfer which contributes to microfluidic cooling. The other is referred to as the silicon to silicon heat transfer which only helps to spread the heat generation over the entire chip. The former can be controlled directly by varying the flow rate, while the latter depends only on the nearby thermal gradient due to the fixed silicon to silicon thermal conductance for a fixed architecture. However, the silicon to channel heat transfer is predominantly contributed by the larger temperature differences and highly conductive liquid cooling. An even temperature profile, as part of the goal of our proposed cooling method, will further reduce the silicon to silicon heat transfer to result in nearly zero thermal gradient. Therefore, in steady state, the heat generated by each silicon cell needs to be absorbed locally by the neighboring microchannels. In a nutshell, the cooling effort of microchannels should match the power distribution of the silicon cells. Hence, the power consumption level to be coped with by each channel makes a good criterion to divide the channel clusters.

As shown in Fig. 2, any microchannel (denoted by the channel number \( i \), \( i = 0, 1, \cdots, M - 1 \)) is in contact with two columns of silicon cells that generate heat, one above and one below the channel. We define the two columns of silicon cells as the cooling region of channel \( l_i \), denoted as \( CR(l) = \{ \text{silicon cell } j | j \text{ is in contact with channel } l_i \} \).

Let the power consumption of silicon cell \( j \) be \( P_{\text{cell}} \). It is possible to define a cooling demand for each channel as a weighted sum of power dissipation based on the silicon cells in the region, i.e., \( P_{\text{sum}, l_i} = \sum_{j \in CR(l)} (\alpha_j \cdot P_{\text{cell}}) \), where

\[
\alpha_j = \begin{cases} 
0.5 & \text{if cell } j \text{ is on an inner layer} \\
1 & \text{if cell } j \text{ is on the top or bottom layer}
\end{cases}
\]

The factor \( \alpha \) accounts for the advantage of cells situated at the inner layers that have twice the number of channels for cooling compared to those at the top or bottom layer. These cooling demands are then sorted in ascending order of magnitude into an array \( P = [p_0, p_1, \cdots, p_{M - 1}] \), where \( p_i < p_j \) for \( i < j \) and \( p_i = P_{\text{sum}, l_i} \) for \( i, l_i \in [0, M - 1] \). The channel indexes corresponding to the sorted power values in \( P \) can be retrieved from an order array, \( L = [l_0, l_1, \cdots, l_{M - 1}] \), where \( l_i = j \) if \( p_i = P_{\text{sum}, j} \).

The next step would be the segmentation of the sorted array \( P \) to divide the \( M \) channels into \( N \) (\( N < M \)) clusters. Since channels in one cluster will share the same flow rate setting, the standard deviation of their \( P_{\text{sum}, l_i} \) values should be as low as possible to achieve an uniform cooling under the same flow rate. This can be readily resolved by finding the natural separations, which are the largest differences between every pairs of adjacent elements of the array \( P \). An array \( D = [d_0, d_1, \cdots, d_{M - 2}] \) can be obtained by computing the difference \( d_i = p_{i+1} - p_i \) for \( i = 0, 1, \cdots, M - 2 \). The demarcations between clusters can then be found by searching for the \((N - 1)\) largest elements in \( D \).

The number of clusters, \( N \) can create subtle trade-off between conflicting factors such as the thermal profile, total flow rate and overhead for a given power trace. The dilemma is there is no easy way to predetermine an ideal \( N \). Therefore, a divide and conquer approach is adopted in this work. By searching for the largest difference in \( D \), the elements in the sorted array \( P \) are divided into two clusters. If the largest difference is \( d_j \), then all channels with indexes \( l_i \) for \( i \in [0, j] \) will be grouped into one cluster and the remaining channels with indexes \( l_i \) for \( i \in [j + 1, M - 1] \) will be grouped into another cluster. Let \( r_j = p_{M - 1} - p_j \) be the moderated cooling demand of the \( j \)th channel, and \( \mu_k \) and \( \sigma_k \) be the mean and standard deviation, respectively of the modulated power values of all channels within the same cluster. If \( \sigma_k > \eta \cdot \mu_k \), where \( \eta \) is a parametric fraction, the cluster will be further divided into two clusters by the same
Algorithm 1  A divide and conquer algorithm for channel clustering

Function clustering(L, η).
Input: L: Set of channels to be clustered; η: cluster control fraction.
Output: C: Set of channels in a cluster;

\[ P_c: \text{Power consumption of cell } i; \]
\[ CRL(l_i): \text{Cells in contact with channel } l_i \forall i \in [0, M - 1]; \]
\[ M = n(L): \text{Number of channels in } L; \]
\[ \text{for } i = 0 \text{ to } M - 1 \text{ step 1 do } \]
\[ P_{sum,i} = \sum_{j \in CRL(l_i)} (\alpha P_c); \]
\[ \text{end for} \]
Sort \( P_{sum,i}; P = [p_i]_{i=0}^{M-1}, \) where \( p_i \leq p_{i+1} \forall i \in [0, M - 2]; \)
Order \( L = [l_i]_{i=0}^{M-1}; l_i \leftarrow j \text{ if } p_i = P_{sum,j}; \)
Calculate \( R = [p_{M-1} - p_i]_{i=0}^{M-1}; \)
\[ \text{for } i = 0 \text{ to } M - 2 \text{ step 1 do } \]
\[ d_i = p_{i+1} - p_i; \]
\[ \text{end for} \]
\[ D = [d_i]_{i=0}^{M-2}; \]
\[ t = \arg\{\max_j d_j\}; \]
\[ C1 = [l_i]_{i=0}^{M-2}; C2 = [l_i]_{i=t+1}^{M-1}; \]
\[ \text{Calculate } \mu_{R1} \text{ and } \sigma_{R1} \forall l_i \in C1; \]
if \( \sigma_{R1} < \eta \cdot \mu_{R1} \) then return C1;
else
\[ \text{return clustering}(C1, \eta); \]
end if
\[ \text{Calculate } \mu_{R2} \text{ and } \sigma_{R2} \forall l_i \in C2; \]
if \( \sigma_{R2} < \eta \cdot \mu_{R2} \) then return C2;
else
\[ \text{return clustering}(C2, \eta); \]
end if

The reason for using a biased \( r \) value instead of the \( p_i \) value directly for the computation of mean and standard deviation is to relax the uniformity criterion for clusters with lower power consumption while forcing a tighter homogeneity in power consumption for high power regions. This is because high power regions often have low population with high variation in power values. If the clustering is not carried out with enough granularity, severe mismatch between the cooling effort and cooling demand may occur in these regions and lead to potential thermal management failure. The control parameter \( \eta \) provides the desire trade-off between cooling efficiency and overheads. If \( \eta \) is set too high, the clustering may not be optimal; and if \( \eta \) is set too low, excessive clustering may incur heavy overheads. In our simulation, the number of clusters is constrained to between two and six.

4.2. Allocation of Flow Rates

The power profile of a 3D chip often accords with a Pareto distribution, i.e., there is a large number of low power areas and a few patches of high power points. As a result, the channel clustering algorithm will normally produce some clusters with many microchannels of low cooling demand and a few clusters with much less microchannels that require high cooling effort. If the cooling resource is constrained by the total available flow rate, the basic principle of its reallocation is just to move the flow rate saved from low-cooling-demand clusters to where it is needed the most. From the system point of view, the amount of heat removed is \( (T_{out} - T_{in}) \cdot Q \cdot S pHeat \). If the flow rate is ideally adjusted, uniform temperature distribution can be achieved whereby the inlet and outlet temperature differences of microchannels are similar. In that case, the flow rate should be proportional to the amount of heat removed, which is equal to the steady state power dissipation. Quantitatively, the average cooling demand \( \bar{P}(C_i) \) of any cluster \( C_i \) can be obtained by calculating the mean of \( P_{sum,j} \) for all channels \( l_j \in C_j \). Due to the predominant silicon to channel heat transfer, the following approximation is used to apportion the total flow rate to each cluster for the best cooling effect.

\[ Q(C_0) : Q(C_1) : \cdots : Q(C_{N-1}) = \bar{P}(C_0) : \bar{P}(C_1) : \cdots : \bar{P}(C_{N-1}) \]  \( (13) \)

Thus, the flow rate per channel for the \( i \)th cluster is set to be

\[ Q(C_i) = Q_{total} \cdot \frac{\bar{P}(C_i)}{\sum_{j=0}^{N-1} n(C_j) \bar{P}(C_j)} \]  \( (14) \)

where \( Q_{total} \) denotes the total available flow rate and \( n(C_j) \) denotes the number of channels in Cluster \( C_j \).

4.3. Minimization of Cooling Effort under Thermal Constraint

In most thermal management scheme, a maximum allowable temperature is set as the control target instead of a fixed total flow rate [26, 28]. As clustered microfluidic cooling is capable of producing an evenly distributed temperature profile, the cooling effort can be reduced and the total flow rate can be minimized effectively. In our proposed scheme, this is accomplished by incorporating the thermal modeling metric into the clustering algorithm. The procedure is described as follows:

- Step 1: Perform channel clustering according to the power information.
- Step 2: Simulate the steady state temperature of the 3D stack.
- Step 3: Record the current maximum steady state temperature of silicon cells as \( T_{max} \).
- Step 4: Determine scaling factor

\[ \varphi = \frac{T_{max}(Ch) - T_a}{T_{max}(Ch) + (T_{th} - T_{max}) \cdot (1 - \frac{S_{tot} \cdot E_{cool}}{n^2 \cdot S_{clone}}) - T_a} \]  \( (15) \)
where $T_{\text{max}}(Ch)$ denotes the average temperature of the channel sections that are in contact with the silicon cells of maximum temperature, and $T_{th}$ denotes the temperature threshold. $g_{Si,Ch}$, $g_{Si,wall}$ and $g_{Si,Ch}$ denote the thermal conductances from silicon circuit cell to silicon circuit cell along the channel direction, from silicon circuit to channel wall cell, and from silicon circuit cell to channel cell, respectively.

- Step 5: Update the flow rate settings to $Q_{\text{new}} = \varphi \cdot Q_{\text{old}}$.

The scale factor $\varphi$ provides a rough guide on the minimization of cooling effort. When flow rate is minimized, the maximum circuit temperature will approach the threshold. The temperature of channel cells in contact with the hottest circuit cell will also rise accordingly to remove the same amount of heat at low flow rate. Therefore, the flow rate is inversely proportional to the inlet-outlet temperature difference. In Equation (15), the temperature rise of channel cells in contact with the hottest spot is estimated as a scaled temperature rise of the hottest spot. The use of thermal conductance at high flow rate tends to overestimate the channel temperature while the inclusion of silicon circuit to wall flux tends to underestimate the channel temperature. This kind of offset makes the estimation relatively accurate.

As such, the total flow rate is reduced by $(1 - \varphi)$. However, since the overall steady state temperature of 3D stack is raised, the thermal gradient will be amplified as well. A positive effect of such amplification is that higher thermal gradient induces a bigger heat flux among the silicon cells to swiftly spread the temperature away from the hot spots. This has added a safety margin spontaneously into our minimization method to ensure that the maximum temperature will not exceed the thermal limit.

4.4. Discussion on Practical Implementation

Our proposed clustered microfluidic cooling for 3DIC requires coolant supply at multiple flowrates simultaneously. Intuitively, an easy way of implementation is to provide each cluster with an independent pump and manifold system. However, doing so would incur excessive overhead on design complexity, space and power consumption. A more feasible way is to supply the coolant for one 3DIC or several 3D stacks with only one micropump, while using valves to achieve different flow rate settings as suggested in [37]. Micropumps such as piezoelectric micropump [39], and miniature valves [40] are widely available in the market. In such case, the overhead is only the increased complexity of manifold system and additional valves for multiple flow rate settings. With a restricted number of clusters, this overhead is justifiable by the longer lifespan, stable operation and possible speedup of 3DIC in the long run.

As the clustering of channels will be implemented in hardware, once decided, it will be almost impossible to change the channel groupings during runtime. Therefore, the power profile needs to be chosen such that the resulting clustering addresses most of the applications executed on the 3DIC. A reasonable solution is to consider typical applications executed by the 3DIC. Fortunately, the optimal distribution of microchannels will vary much less than the power variations for different applications.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>2-layer Stack</th>
<th>4-layer Stack</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chip Size (mm)</td>
<td>1.8 × 1.8</td>
<td>32 × 32</td>
</tr>
<tr>
<td>Problem Size</td>
<td>405</td>
<td>37888</td>
</tr>
<tr>
<td>Default Total Flow Rate</td>
<td>3.6 − 9 ml/min</td>
<td>288 ml/min</td>
</tr>
<tr>
<td>BEOL Layer Thickness</td>
<td>12 µm</td>
<td>12 µm</td>
</tr>
<tr>
<td>Device Layer Thickness</td>
<td>2 µm</td>
<td>2 µm</td>
</tr>
<tr>
<td>Bulk Thickness</td>
<td>48 µm</td>
<td>48 µm</td>
</tr>
<tr>
<td>Microchannel Height</td>
<td>100 µm</td>
<td>100 µm</td>
</tr>
<tr>
<td>Microchannel Width</td>
<td>100 µm</td>
<td>100 µm</td>
</tr>
<tr>
<td>Channel Wall Width</td>
<td>100 µm</td>
<td>100 µm</td>
</tr>
<tr>
<td>Ambient Temperature</td>
<td>300 K(26.85 °C)</td>
<td>300 K(26.85 °C)</td>
</tr>
<tr>
<td>Thermal Threshold</td>
<td>358.15 K(85 °C)</td>
<td>358.15 K(85 °C)</td>
</tr>
<tr>
<td>Coolant Type</td>
<td>Deionized Water</td>
<td>Deionized Water</td>
</tr>
</tbody>
</table>

Thus, the minor mismatch between cooling and power dissipation would not be catastrophic during runtime. This problem will be discussed further in Section 5.

5. Experiment Results and Discussion

In this section, we validate of our thermal model against the commercial simulator COMSOL [42] based on a 2-layer 3D stack and evaluate the effectiveness of our proposed clustering algorithm. A 4-layer multi-core architecture consisting of 16 Alpha-2 cores with 4 cores per layer is selected as a test platform. SPEC2000 applications bzip, eon, fma, gcc and gzip [45] are randomly assigned to the cores as inputs. Power information of the cores is collected through Watch [41] simulation. To show the effect of the clustering algorithm, four rounds of random allocation of the benchmarks to cores and one round of average power assignment are performed to generate five different power distributions for the case study. For all the case studies, the steady state power density varies between 2.98 W/cm² to 68.95 W/cm² across the entire 3D stack. Detailed sizing of both architectures and corresponding experimental settings are summarized in Table 1. The proposed clustering algorithm and the thermal model are both implemented in C/C++. In the absence of physical prototypes, all the experiments are performed based on simulations on a Linux server with Intel Xeon 3.47 GHz processor and 50 GB of memory.

5.1. Verification of Thermal Model

A smaller 1.8 mm × 1.8 mm 2-layer stack is used as the test bench for this verification. Uniform power density is assumed and different power density levels are explored with different flow rate settings. As shown in Fig. 5, the top layer thermal profiles from our model and COMSOL are plotted and compared. Due to a uniform heat flux input, the temperature varies only along the channel direction. Both graphs are hence divided into 9 rows and the average temperature of each row is compared in Table 2 in the ascending order of temperature. A maximum of 2.34% of average temperature deviation is observed.
The maximum and minimum temperatures in Kelvin obtained from our thermal model and COMSOL are further reported in Table 3. It can be seen that the maximum temperature is accurately predicted with an average error of only 0.46%. However, discrepancies of minimum temperatures are observed for the high power density and low flow rate cases. The error is mainly contributed by the finite and uniform grid division adopted by our thermal model. Note that the minimum temperature always appears at the inlet area where the heat transfer coefficient varies significantly along the flow direction. COMSOL adopts an adaptive mesh construction method so that very fine-grained grid division is performed at critical places such as the inlet area. Thus it is able to capture the very high heat exchange rate right after the inlet. Our model adopts uniform grid division method for compact thermal modeling, which underestimates the heat transfer at the inlet area. As shown in Fig. 6, the prediction of minimum temperature becomes more accurate when finer grid division along the flow direction is adopted, which is actually a trade-off between accuracy and runtime. However, in most cases, the focus is on the hottest spot instead of the coolest point. Thus grid division at average granularity would be sufficient for most thermal modeling tasks.

In addition, our model is fast in computation. At default granularity of grid division, the running time is too short to be recorded by the clock() function. Thus we deliberately increase the problem size to 12960 by increasing the row division to 288. The runtime at this configuration is about 0.07s, which is 2142× faster than the 150s taken by COMSOL to solve the same problem. In a nutshell, our thermal model produces reliable simulation results in short runtime to corroborate the effectiveness of our clustering algorithm.

5.2. Clustering of Microchannels

As described in Section 4, the total heat generation to be handled by each microchannel in the five study cases is determined. In Cases 1-4, the five benchmarks are randomly distributed to the 16 cores, while in Case 5, all the cores are assigned with an
average power consumption which is the mean value of the five benchmarks. The last case is presented to simulate the practical case where clustering is performed with an average power consumption to cater to various runtime scenarios. The sorted power values in ascending order of magnitude are charted in Fig. 7. To be concise, each dot in the chart actually represents the power level of a channel bundle of five channels sharing the same cooling region.

The clustering results at different $\eta$ values are summarized in Table 4, where the number of channels in each cluster is listed in ascending order of cooling demand. As the value of $\eta$ decreases, the deviation in the total power dissipations among channels in the cluster reduces. It can be seen that more clusters are defined with a stringent variation control while coarse clustering is resulted when $\eta$ is relaxed. To have the best cooling effect while not imposing excessive overhead, $\eta$ is set to be 20% for Cases 1-4 and 10% for Case 5.

Table 4: Clustering results with different $\eta$ values

<table>
<thead>
<tr>
<th>Case No.</th>
<th>$\eta$</th>
<th>N</th>
<th>Number of channels per cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>20%</td>
<td>3</td>
<td>300, 60, 120</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>5</td>
<td>300, 60, 20, 60, 40</td>
</tr>
<tr>
<td></td>
<td>5%</td>
<td>7</td>
<td>280, 20, 60, 60, 20, 20</td>
</tr>
<tr>
<td>Case 2</td>
<td>20%</td>
<td>3</td>
<td>360, 100, 20</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>6</td>
<td>300, 60, 20, 50, 30, 20</td>
</tr>
<tr>
<td></td>
<td>5%</td>
<td>9</td>
<td>40, 200, 60, 40, 20, 20, 20</td>
</tr>
<tr>
<td>Case 3</td>
<td>20%</td>
<td>3</td>
<td>360, 100, 20</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>6</td>
<td>300, 60, 20, 50, 30, 20</td>
</tr>
<tr>
<td></td>
<td>5%</td>
<td>9</td>
<td>40, 200, 60, 40, 20, 20, 50</td>
</tr>
<tr>
<td>Case 4</td>
<td>20%</td>
<td>3</td>
<td>360, 100, 20</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>6</td>
<td>200, 100, 60, 40, 60, 20</td>
</tr>
<tr>
<td></td>
<td>5%</td>
<td>10</td>
<td>200, 100, 40, 20, 20, 10, 25, 25, 20</td>
</tr>
<tr>
<td>Case 5</td>
<td>20%</td>
<td>2</td>
<td>72, 24</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>4</td>
<td>300, 60, 40, 80</td>
</tr>
<tr>
<td></td>
<td>5%</td>
<td>6</td>
<td>100, 300, 60, 40, 20, 20</td>
</tr>
</tbody>
</table>

5.3. Uniform Cooling Effort v.s. Clustered Cooling Effort

With the above clustering results, the fixed total flow rate of 288ml/min are reallocated to each cluster, as shown in Table 5, where the flow rate per channel allocated to each cluster is listed in ascending order of cooling demand. Here the upper limit for flow rate per channel is specified as 1.5ml/min corresponding to about 90KPa pressure drop according to the method of calculation in [38].

Fig. 8 depicts the top layer’s steady state thermal maps in Case 1 under both uniform and non-uniform flow rate coolings by channel clustering. It is clear that with clustered microfluidic cooling, the overall temperature of the 3D chip is much lower. Numerical results for all the study cases are summarized in Table 6. Note that for Cases 1-4, the power distribution and channel clustering are ideally matched as the same power profile is used for both clustering and thermal simulation. While for Case 5, power profiles of Cases 1-4 are used for thermal simulation after clustering based on average power consumption. Only the maximum temperature is recorded because the minimum temperature is always close to 300K at the inlet area. From the table, it is clear that clustered cooling method is effective in reducing the peak temperature under both ideal and practical cases. On average, a drop of 6.22°C in the maximum temperature is observed.

Table 5: Reallocation of cooling resources

<table>
<thead>
<tr>
<th>Case No.</th>
<th>N</th>
<th>Flow rate per channel (ml/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>3</td>
<td>0.348, 0.798, 1.131</td>
</tr>
<tr>
<td>Case 2</td>
<td>3</td>
<td>0.417, 1.126, 1.255</td>
</tr>
<tr>
<td>Case 3</td>
<td>3</td>
<td>0.417, 1.128, 1.250</td>
</tr>
<tr>
<td>Case 4</td>
<td>3</td>
<td>0.412, 1.139, 1.281</td>
</tr>
<tr>
<td>Case 5</td>
<td>4</td>
<td>0.403, 0.696, 0.996, 1.068</td>
</tr>
</tbody>
</table>

Table 6: Comparison of the maximum temperatures under uniform and clustered coolings

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Uniform(K)</th>
<th>Clustered(Case 5)(K)</th>
<th>$\delta T$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>333.62</td>
<td>326.40(327.48)</td>
<td>6.68</td>
</tr>
<tr>
<td>Case 2</td>
<td>332.02</td>
<td>326.64(326.02)</td>
<td>5.69</td>
</tr>
<tr>
<td>Case 3</td>
<td>333.63</td>
<td>327.45(327.50)</td>
<td>6.16</td>
</tr>
<tr>
<td>Case 4</td>
<td>333.94</td>
<td>327.49(327.68)</td>
<td>6.36</td>
</tr>
</tbody>
</table>

5.4. Minimization of Cooling Effort under Thermal Constraint

Based on the steady state simulation results, the total cooling effort can be further minimized by the proposed minimization
steps presented in Section 4.3. By finding the hottest point of the 3D stack under clustered microfluidic cooling and its nearby channel temperatures, the scaling factors $\varphi$ are calculated and the steady state thermal conditions are re-simulated after reducing every channel’s flow rate by $(1 - \varphi)$. The maximum temperatures after minimization are reported in Table 7. It can be seen that the minimization method accurately predicts the flow rate demand under certain thermal constraint with a suitable safety margin in both ideal and practical cases. For the purpose of comparison, uniform flow rate thermal management is also implemented by a recursive decrease of flow rate until the maximum temperature of the 3D stack approaches the maximum temperature limit of $358.15K (85^\circ C)$. For a fair comparison, the maximum temperature after minimization is further pushed towards the thermal limit by reducing the flow rate proportionally. Some key findings are summarized in Table 8, where the total flow rate is measured in $ml/min$. It is shown that with clustered cooling scheme, the total flow rate can be saved up to 21.8% under the same thermal constraint.

Figure 7: Cooling demand of microchannels with different power distributions

<table>
<thead>
<tr>
<th>Case No.</th>
<th>$\varphi$ (Case 5)</th>
<th>Max Temperature(Case 5)(K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.35 (0.38)</td>
<td>354.06 (352.84)</td>
</tr>
<tr>
<td>Case 2</td>
<td>0.37 (0.36)</td>
<td>352.52 (352.16)</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.36 (0.38)</td>
<td>354.30 (352.72)</td>
</tr>
<tr>
<td>Case 4</td>
<td>0.34 (0.36)</td>
<td>356.00 (353.99)</td>
</tr>
<tr>
<td>Case 5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The thermal model has also been built and verified in order to facilitate the reallocation of flow rate to optimize the cooling effort based on the maximum allowable temperature. A 3D multicore architecture is selected as a vehicle to demonstrate the clustering process. From the experiment results, it can be concluded that clustered microfluidic cooling guided by the proposed channel clustering and flow rate allocation algorithms effectively reduces the peak temperature and thermal gradients. In addition, our simulation results show that the proposed cooling effort minimization technique can save up to 21.8% of total flow rate compared to the uniform flow rate cooling without exceeding the prespecified thermal limit of the 3D stacks.

**6. Conclusion**

This paper has proposed a novel channel clustering algorithm to guide the grouping of microfluidic channels for a customized fine-grained cooling based on power distribution of 3DICs. A thermal model has also been built and verified in order to facilitate the reallocation of flow rate to optimize the cooling effort based on the maximum allowable temperature. A 3D multicore architecture is selected as a vehicle to demonstrate the clustering process. From the experiment results, it can be concluded that clustered microfluidic cooling guided by the proposed channel clustering and flow rate allocation algorithms effectively reduces the peak temperature and thermal gradients. In addition, our simulation results show that the proposed cooling effort minimization technique can save up to 21.8% of total flow rate compared to the uniform flow rate cooling without exceeding the prespecified thermal limit of the 3D stacks.
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Figure 9: Temperature distribution comparison: top layer thermal maps of Case 1 using the proposed minimization method and uniform flow rate minimization with the same thermal limit, coolant flows from north (upper) to south (lower) direction.


