Using planning poker for combining expert estimates in software projects
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A B S T R A C T

When producing estimates in software projects, expert opinions are frequently combined. However, it is poorly understood whether, when, and how to combine expert estimates. In order to study the effects of a combination technique called planning poker, the technique was introduced in a software project for half of the tasks. The tasks estimated with planning poker provided: (1) group consensus estimates that were more accurate than the statistical combination (mean) of individual estimates for the same tasks, and (2) group consensus estimates that were more accurate than the statistical combination of individual estimates for the same tasks. For tasks in the same project, individual experts who estimated a set of control tasks achieved estimation accuracy similar to that achieved by estimators who estimated tasks using planning poker. Moreover, for both planning poker and the control group, measures of the median estimation bias indicated that both groups had unbiased estimates, because the typical estimated task was perfectly on target. A code analysis revealed that for tasks estimated with planning poker, more effort was expended due to the complexity of the changes to be made, possibly caused by the information provided in group discussions.

1. Introduction

In the software industry, various techniques are used to combine estimates. One of the most recent additions is planning poker, introduced by Grenning (2002) and also described in a popular textbook on agile estimating and planning by Cohn (2005). There exist few empirical studies on the combining of estimates in software engineering, but there are some indications that combination may reduce the bias towards optimism in estimates (Moløkken-Østvold and Jørgensen, 2004).

However, plenty of evidence from other research communities details the possible hazards of group processes (Brown, 2000). For example, some recent papers published in psychology and forecasting emphasize the problems of decision making in groups (Armstrong, 2006; Buehler et al., 2005). Buehler et al. found that (a) both individual and group predictions had an optimistic bias, (b) group discussion increased individual biases, and (c) this increase of bias in groups was mediated by the participants’ focus on factors that promote the successful completion of tasks (Buehler et al., 2005). Scott Armstrong states that he has been unable to obtain evidence that supports the use of face-to-face groups in decision making (Armstrong, 2006).

These recent observations are in line with many previous classic studies on decision making in groups; individuals are inherently optimistic and this optimistic bias is increased by group interaction (Brown, 2000; Aronson et al., 1999; Atkinson et al., 1996).

In contrast to the foregoing, our studies on software expert estimates have found that individuals are, in general, biased towards optimism, but that this bias can actually be reduced by group discussions (Moløkken-Østvold and Jørgensen, 2004).

The explanation for this apparent disparity may be that there are differences between a typical software estimation task and the tasks studied in other research areas. First, other studies frequently use ad hoc groups (e.g. Buehler et al., 2005), whereas software estimation usually involves professionals who are accustomed to collaborating with each other and are motivated to perform in a professional manner (Moløkken-Østvold and Jørgensen, 2004). Second, other studies tend to use tasks of which kind the participants might have little experience (Brown, 2000), whereas in software projects the participants are usually experienced. Third, another often-reported problem is that laboratory studies tend to investigate hypothetical task and/or outcomes (Brown, 2000), and not real executed tasks with a recorded outcome.

It might be that estimating software projects is a type of task that it is, for some reason, sensible to discuss in groups. However, it might also be that previous studies in software engineering have had methodological shortcomings.

The purpose of this study was to (1) explore the group processes that may occur when planning poker is used to estimate tasks, and (2) compare planning poker estimates with existing individual
estimation methods. Section 2 introduces group estimation. In Sections 3 and 4, respectively, research questions and methods are described. The results are presented in Section 5 and discussed in Section 6. Section 7 concludes.

2. Combining estimates in groups

Group estimation has not been widely studied in a software engineering context. In fact, a recent review (Moløkken-Østvold and Jørgensen, 2004) of the leading journals in the systems and software engineering field did not find a single paper that described empirical studies of group estimates in an industrial context. Since that review, at least two studies have been published, one of which compared individual expert estimates (combined in statistical groups) with an unstructured group estimation method (Moløkken-Østvold and Jørgensen, 2004) and the other of which compared unstructured group estimates with planning poker (Haugen, 2006).

In addition, the combining of estimates has been studied in student tasks (Passing and Shepperd, 2003; Höst and Wohlin, 1998).

Various techniques can be used to combine estimates. A simplified overview of six of the most common techniques, including what we perceive to be central properties, is displayed in Table 1.

Structure describes the level of formality, amount of learning requirements, and degree of rigidity associated with the technique. Anonymity describes whether the estimators are anonymous to each other. Interaction describes whether, and if so to what extent, the estimators interact with each other. Overhead describes the typical extra amount of effort spent on estimating each project or task.

The most well-known technique for combination is the Delphi technique (Helmer, 1966), which was devised by the RAND corporation in the 1950s (Rowe and Wright, 1999). The Delphi technique does not involve face-to-face discussions, but anonymous expert interaction through several iterations, supervised by a moderator until a majority position is attained. In addition to anonymity, the method needs to include iterations, controlled feedback and statistical aggregation of responses for it to be implemented properly (Rowe and Wright, 1999).

It is claimed that even though the technique has been used widely, actual scientific studies of the techniques’ merits are sparse and often conducted inappropriately (Rowe and Wright, 1999; Powell, 2003). However, even though reviews advise caution, there is evidence that the Delphi technique outperforms statistical groups and unstructured interacting groups (Rowe and Wright, 1999) and that it is a sound method for harnessing the opinions of a diverse group (Powell, 2003). However, there is no conclusive evidence that Delphi outperforms other structured group combination techniques.

We have found no empirical research on the accuracy of Delphi in a software engineering context. However, it is frequently recommended in papers on software management, e.g. Fairley, 2002.

The Wideband Delphi technique is a modification of the Delphi technique and includes more group interaction than Delphi (Boehm, 1981). As in the Delphi technique, there is a moderator, who supervises the process and collects estimates. However, in this approach the experts meet for group discussions both prior to, and during, the estimation iterations.

The Wideband Delphi technique is very similar to the Nominal Group technique, which is also known as the estimate-talk-estimate technique (Van de Ven and Delbecq, 1971). Due to its similarities to the Wideband Delphi technique, the Nominal Group technique is neither presented nor discussed in this paper.

Wideband Delphi has been proposed as an estimation method in books Boehm (1981), and papers on software metrics (Fenton, 1995) and software process improvement (Humphrey, 1990). To the best of our knowledge, the Wideband Delphi technique has not been studied empirically.

The planning poker technique is relatively new. It is a lightweight technique, with face-to-face interaction and discussions. In short, the steps of the technique, as originally described by Grenning, are “The customer reads a story. There is a discussion clarifying the story as necessary. Each programmer writes their estimate on a note card without discussing their estimate. Anticipation builds. Once all programmers have written their estimate, turn over all the cards. If there is agreement, great, no discussion is necessary, record the estimate and move on to the next story. If there is disagreement in the estimates, the team can then discuss their different estimates and try to get to consensus (Grenning, 2002)”. By story, Grenning means a user story. A user story is a software system requirement that is formulated as one or two sentences in the everyday language of the user. The technique, and how it was adopted to the project studied, will be described in greater detail in Section 4.

Being a relatively new technique, planning poker has, as far as we are aware, been the subject of only one published empirical study (Haugen, 2006). In that study, planning poker was compared to unstructured group estimation. It was found that for familiar tasks, the planning poker technique produced more accurate estimates than unstructured combination, whereas the opposite was found for unfamiliar tasks.

Unstructured group combination is, as the name implies, basically discussions with a group decision being made at the end. Depending on needs, individuals can derive their own estimates before the discussion.

A review of the literature on forecasting (Rowe and Wright, 2001) suggests that unstructured groups were, on average, outperformed by Delphi-groups. However, the review also found that there are tasks for which unstructured groups are better suited. In some situations, it is possible that an unstructured group can outperform a Delphi group if the motivation of, and information sharing among, the participants is adequate (Rowe and Wright, 2001).

In a previous study on software estimation (Moløkken-Østvold and Jørgensen, 2004), we found that group estimates made after an unstructured discussion were less optimistic and more realistic than individual estimates derived prior to the group discussion and combined in a statistical group. The main sources of this decrease in optimism seemed to be the identification of additional activities and an awareness that activities may be more complicated than was initially thought.

Note that study used an unstructured technique that involved prior individual estimates. Often, companies use an unstructured combination where experts meet to provide consensus estimates, without having previously made their individual estimates. This latter procedure is perhaps more susceptible to peer-pressure than when individual estimates have been derived initially.

In a statistical group, there is no interaction between the group members. They are a group only in the sense that their individual estimates are combined statistically.

When considering how to combine estimates given by several individuals into an estimate, well-known statistical methods can be used. Computing the mean or median of the different individual estimates will give us one estimate that is based on multiple estimates.

<table>
<thead>
<tr>
<th>Method</th>
<th>Structure</th>
<th>Anonymity</th>
<th>Interaction</th>
<th>Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delphi</td>
<td>Heavy</td>
<td>Yes</td>
<td>No</td>
<td>Major</td>
</tr>
<tr>
<td>Wideband Delphi</td>
<td>Moderate</td>
<td>Limited</td>
<td>Limited</td>
<td>Moderate</td>
</tr>
<tr>
<td>Planning Poker</td>
<td>Light</td>
<td>No</td>
<td>Yes</td>
<td>Limited</td>
</tr>
<tr>
<td>Unstructured groups</td>
<td>Light</td>
<td>Yes</td>
<td>No</td>
<td>Limited</td>
</tr>
<tr>
<td>Statistical groups</td>
<td>Light</td>
<td>Yes</td>
<td>No</td>
<td>Limited</td>
</tr>
<tr>
<td>Decision markets</td>
<td>Heavy</td>
<td>Yes</td>
<td>No</td>
<td>Moderate</td>
</tr>
</tbody>
</table>
Jørgensen claims that taking a simple average often works as the best method for combining estimates (Jørgensen, 2005).

A decision market is a technique for combining opinions that can also be used in estimation. Hanson provides the following definition: “Decision markets are (markets) designed primarily for the purpose of using the information in market values to make decisions (Hanson, 1999).”

A decision market can be set up like a stock market, with decisions being substituted for stocks. Traders are invited to invest money in the alternative, represented by stocks (decisions), that they think will be the eventual outcome. A trader holding a stock (decision) that becomes the actual outcome receives a fixed amount of money, prize or similar. Through the dynamics of a market, this results in higher stock (decision) prices for the alternatives that most people think will be the outcome, which creates a likelihood distribution for the different outcomes.

According to Surowiecki, such a market is wise because it aggregates the opinions of traders. A market may be especially powerful if the traders are diverse in their backgrounds, independent of each other, and have local knowledge (Surowiecki, 2004).

Inspired by Surowiecki, Berndt, Jones et al. advocate the use of decision markets in software effort estimation (Berndt et al., 2006). They stress that by allowing all project stakeholders to participate in the decision market, one ensures diversity in the input to the estimation process and aggregates the knowledge from all the project stakeholders. According to Berndt, Jones et al., another positive feature of decision markets is that the different traders can apply whatever estimation technique they like, thus enabling a combination of different estimation techniques.

A decision market is, as is Delphi, a way of aggregating different opinions without face-to-face meetings. Like Delphi, a decision market seeks to preempt the social and political problems caused by the use of interacting groups, while at the same time utilizing the increase in knowledge that using groups offers. An important factor is that the participants can receive (continuous) feedback on their own opinion compared to others.

The main difference between Delphi and decision markets is the way in which the knowledge and opinions of the group members are aggregated.

We have not managed to find any empirical research on the use of decision markets for software estimates. However, a recent paper by Berndt et al. (2006) describes an ongoing study.

Studies on the combining of estimates for student tasks have shown some positive effects, both when combining estimates statistically (Höst and Wohlin, 1998) and in face-to-face discussions (Passing and Shepperd, 2003).

To summarize, the strategy of combining estimates for groups in general, and for software estimation in particular, is far from understood.

In addition, some studies, e.g., by Buehler et al. (2005), specify some limitations that may reduce the strategy’s applicability to real life problems, mainly that the groups studied consisted of individuals who were unfamiliar with each other.

It is also important to note that findings may vary in their applicability as task characteristics, motivational factors, social relations, and communication structure differ. In general, when reviewing studies on group processes, it is also important to differentiate between studies in which the participants cannot influence the outcome and those in which they can.

3. Research questions

It is possible that typical software estimation tasks are suitable for group combination, such as planning poker. In an estimation process, there may be several experts who contribute different project experiences and knowledge. Such experiences can be shared more easily in a face-to-face group, as with planning poker, than through a moderator, as with the Delphi technique. In addition, face-to-face interaction may make the participants more committed to the decisions.

We wanted to further explore whether, as found in a previous study on group estimation (Moløkken-Østvold and Jørgensen, 2004), optimism could be reduced by group discussions. From this, we derived the following research question:

RQ1: Are group consensus estimates less optimistic than the statistical combination of individual expert estimates?

We define optimism of estimates in the relative sense, and irrespective of accuracy. We deem one estimate to be more optimistic than another if and only if it states that it will take less time to complete a task than the other estimate, i.e., an estimate of 4 h is more optimistic than an estimate of 5 h.

Any observation of reduced optimism would indicate a choice shift, defined by Zuber et al. (1992) as the difference between the arithmetic average (mean) of individual decisions and the group consensus decision. Such an observation of reduced optimism would be contrary to that which is typically reported from other research areas, where the choice shift is generally in the direction of increased risk willingness and optimism (Buehler et al., 2005).

It is important to note that our study does not merely confirm or undermine the results of the previous study on group estimation (Moløkken-Østvold and Jørgensen, 2004). It also generates a new result, because the subjects used planning poker rather than the unstructured discussion used in the previous study.

Even if a reduction in optimism were observed, it would not necessarily guarantee that estimates would be more accurate, because some or all of the individual estimates might already be biased towards pessimism. Thus, we also wanted to investigate whether group consensus estimates made after a discussion are more accurate than mean individual estimates. This concern generated the following research question:

RQ2: Are group consensus estimates more accurate than the statistical combination of individual expert estimates?

The previous empirical study on planning poker compared planning poker with an unstructured method for combining estimates in groups (Haugen, 2006). Therefore, we wanted to compare the estimates that were derived by using planning poker to a series of estimates that were derived by individual experts, and not subject to subsequent group discussions. This generated the following research question:

RQ3: Are group consensus estimates more accurate than the existing individual estimation method?

In addition to possibly influencing estimation accuracy, the introduction of group estimation might lead to changes in how the developers work. Such changes might include differences in the amount of total effort spent on the estimation phase, or effort spent on restructuring code during implementation. The final research question to explore is therefore

RQ4: Does the introduction of a group technique for estimation affect other aspects of the developers’ work, when compared to the individual estimation method?

The sizes of changes have been shown to be fundamental in explaining change effort variations; see, e.g., Graves and Mockus, 1998. It is therefore necessary to explore:
RQ4A. Are there differences between the planning poker tasks and the control group tasks that are related to the size of the changes?

A larger change size for the planning poker tasks may, at least partly, explain any differences between the groups in actual effort, and provide an intermediate link for the causal analysis. The other subquestion to investigate is:

RQ4B. Are there differences between the planning poker tasks and the control group tasks that are related to the complexity of the changes?

Conclusions drawn from the analysis for question 4B are tentative, because only a subset of possible factors was investigated. However, the analysis can provide partial evidence and insight that can be useful in a wider causal analysis in combination with the other study results. Thus, it is of interest to assess any difference in effort after controlling for possible differences in change size and complexity.

Research questions 1 and 2 concern intragroup differences, while research questions 3, 4A and 4B concern intergroup differences.

4. Research method

The research method was designed to address some of the issues pertaining to validity that arose in our previous studies (Moløkken-Østvold and Jørgensen, 2004; Haugen, 2006). The main limitation of the previous study of individual estimates (combined in statistical groups) followed by unstructured group combination was that the groups of professionals did not themselves implement the project they estimated (Moløkken-Østvold and Jørgensen, 2004). This was done by a separate team; thus, the estimators did not estimate their own work. Therefore, from the perspective of the estimators in that study, there was a hypothetical outcome. However, as the project was actually implemented, it was possible to discern estimates that were clearly optimistic or pessimistic.

The previous study on planning poker was limited to one team (Haugen, 2006). Another limitation was an unknown effect of increased system experience, because there was no randomization of tasks to the different methods (unstructured group estimation vs. planning poker). In addition, the study compared two different group estimation methods (planning poker vs. unstructured groups), and did not compare group estimation with individual estimation.

In the study reported herein, we wanted a design that could both measure any shift in choices among the planning poker tasks and compare planning poker with a control group of tasks estimated with the existing individual estimation method. In addition, it was important that the design allowed for the comparison of estimates with the actual effort for all tasks.

We also wanted to perform an analysis of code following the completion of the tasks, to explore any possible differences related to the size or complexity of the changes. Finally, we wanted to conduct face-to-face interviews with the participants, in order to further explore and explain possible findings.

A simplified overview of the study design is presented in Table 2.

4.1. The company and project studied

The company studied is a medium-size Norwegian software company that delivers custom-made solutions to various private and public clients. The project team studied had been working for a large public client for several months at the start of the study and was using Scrum (http://www.controlchaos.com/) as the project methodology. The project team estimates the tasks to be performed in the upcoming sprint (Scrum terminology for the next period). In the team studied, this happens once each fortnight, and about 15–20 tasks are selected for each sprint. From four to six team members participate in each sprint, depending on the demands of the tasks.

All project participants in the study were guaranteed anonymity and assured that no results regarding performance could be traced.

4.2. The estimation methods studied

The existing estimation method of the project was that the tasks were estimated individually by the team member responsible for the part of the system that would be affected by the change. Changes requested by the client were analyzed, estimated and recorded (Step A; Table 2) in their task tracking system, Jira (http://www.atlassian.com/software/jira/). The tasks were of varying size and character, ranging from two-hour bug fixes to three-day analyses of larger changes, and were relatively well defined in the task tracking system, which used text and screenshots. All members of the team participated in estimating tasks. This was done individually and estimates were not revealed to other team members. This method was used in the control group in our study.

For each sprint, half of the tasks were to be re-estimated with a variation of planning poker, while the initial estimate was retained for the other half (Step C). The tasks were assigned randomly to either the planning poker or the control group (Step B).

Before the study, the team was given an introduction to planning poker by the company’s chief scientist. The estimation method for the planning poker condition was employed with the following steps in sequence for each task:

1. The task was presented to the team (Step D) by the developer who registered the task in the task tracking system. The initial estimate was not revealed to other team members and was discarded (Step C).
2. The task was discussed briefly by the team (Step E), to ensure that everybody had the same interpretation before estimates were made.
3. The team members then estimated, individually, the most likely effort needed to perform the task specified (Step F). The estimate was given in work-hours.
4. All team members revealed their estimates simultaneously (Step G):
   a. If any estimates were larger than 18 h, there was a brief discussion of how to break the task down into subtasks. A full day of work was deemed to be 6 h. From previous experience, the team felt that estimates larger than 18 h (i.e. three days) were less accurate. Therefore, they decided to split tasks above this size.
   b. Those with the lowest and highest estimates had to justify their estimates. A brief debate followed (Step H). The debate was led by the company’s chief scientist for the first sprint; thereafter, the team worked on its own.
   c. If a consensus was reached on an estimate, this was recorded (Step I) and the team moved on to the next task (Step C). If no consensus could be reached, the members revised their estimates and participated in a new individual estimation round for that particular task.
5. After the task had been performed, the developer who performed the task recorded the actual effort expended, together with his or her initials (Step K).
Note that this method differs somewhat from the description given by Grenning (2002). For example, planning poker was, in our case, used for task estimation, and not estimation of user stories (Cohn, 2005) or features (for which it is most commonly recommended).

After all the tasks had been performed, the code for solutions in both study groups was analysed (Step L) and the participants were interviewed to get their opinions (Step M).

Table 2

<table>
<thead>
<tr>
<th>Planning poker</th>
<th>Control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Tasks requested by client entered into the task tracking system and given an initial estimate</td>
<td></td>
</tr>
<tr>
<td>B Tasks assigned randomly to planning poker or control group</td>
<td></td>
</tr>
<tr>
<td>C Initial estimate discarded</td>
<td>Initial estimate kept</td>
</tr>
<tr>
<td>D Task presented to team</td>
<td>N/A</td>
</tr>
<tr>
<td>E Task discussed briefly</td>
<td>N/A</td>
</tr>
<tr>
<td>F Individual estimates derived</td>
<td>N/A</td>
</tr>
<tr>
<td>G Individual estimates revealed</td>
<td>N/A</td>
</tr>
<tr>
<td>H Estimates discussed</td>
<td>N/A</td>
</tr>
<tr>
<td>I Consensus estimate derived by group</td>
<td>Initial estimate used as estimate</td>
</tr>
<tr>
<td>J Task performed</td>
<td></td>
</tr>
<tr>
<td>K Actual effort recorded</td>
<td></td>
</tr>
<tr>
<td>L Source code analyzed</td>
<td></td>
</tr>
<tr>
<td>M Participants interviewed</td>
<td></td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Change measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADD</td>
</tr>
<tr>
<td>CH</td>
</tr>
<tr>
<td>DEL</td>
</tr>
<tr>
<td>SIZE1</td>
</tr>
<tr>
<td>SIZE2</td>
</tr>
<tr>
<td>SIZE3</td>
</tr>
<tr>
<td>ACS</td>
</tr>
<tr>
<td>DCS</td>
</tr>
<tr>
<td>AOR</td>
</tr>
<tr>
<td>DOR</td>
</tr>
<tr>
<td>SZAFF</td>
</tr>
<tr>
<td>iControl</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient</th>
<th>p-Value</th>
<th>Deviance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>2.05</td>
<td>&lt;0.0001</td>
<td>188</td>
</tr>
<tr>
<td>SIZE1</td>
<td>0.000738</td>
<td>0.0487</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>2.03</td>
<td>&lt;0.0001</td>
<td>180</td>
</tr>
<tr>
<td>SIZE2</td>
<td>0.0203</td>
<td>0.0177</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1.95</td>
<td>&lt;0.0001</td>
<td>154</td>
</tr>
<tr>
<td>SIZE3</td>
<td>0.00793</td>
<td>0.0009</td>
<td></td>
</tr>
</tbody>
</table>

For both questions, regression models of change effort vs. measures of change size and change complexity were used to gain insight into factors that explain change effort. When applying these models and measures, we used the same statistical framework as, and similar procedures to, those discussed and used by Graves and Mockus (1998), who performed similar analyses of change effort. In brief, the framework utilizes Generalized Linear Models using change effort (measured in work-hours) as a dependent variable, measures of possibly influential factors as covariates, and a log link. It assumes Poisson distributed errors, and allows a free scale parameter to adjust for possible overdispersion (c.f., Myers et al., 2002).

Although artifacts such as binaries, design models, and build scripts were present in the code repository, only source code was considered for this analysis. Source code included files for Java, Java Server Pages, the eXtensible Stylesheet Language, XML, and XML Schema Definitions.

Added, deleted and changed lines were measured by processing the side-by-side (−y option) output of the standard Linux program diff (c.f., Hunt and McIlroy, 1976, MacKenzie et al., 2003). Frequently used measure of change size is the sum of these measures (SIZE1); see e.g., Jørgensen, 1995. Graves and Mockus (1998) evaluated several size measures and found that the number of file checkins to the code repository (SIZE2) best explained change effort. We constructed a third measure, the number of changed segments of code (SIZE3). A changed segment of code is a set of consecutive lines of code, where all lines were either added, changed or deleted. The measures from the code repository were extracted automatically. Their definitions are provided in Table 3.

In order to select the most appropriate size measure among the three candidates, the deviance of the three regression models of the type described above was compared. Lower deviance values indicate a better fit between model and the actual data (Myers et al., 2002). A model based on SIZE3 and a mathematical intercept value provided the best fit and SIZE3 was selected as the size measure to use for the analysis; see Table 4.

We used three types of measures of change complexity. These were hypothesized to explain possible change effort variations:

- Change measures
- Model fit of size measures

For a more focused root cause analysis of possible differences in change effort, Research question 4A was investigated by inspecting mean and median values for change size and performing a Kruskal–Wallis test (Wonnacott and Wonnacott, 1990) on the medians.
Measures of the size of the affected code, similar to SZAFF, have been found by other researchers to affect change effort significantly (Niessink and van Vliet, 1998; Arisholm, 2006). Measures of the type of change, similar to ADD, DEL, CH were used by, e.g., Jørgensen, 1995. Measures of additions and deletions of structural attributes (ACS, DCS, AOR, DOR) are less common, but have been investigated at the file level by Fluri and Gall (2006). An out-of-class reference means that the measured class uses a method or attribute in another class. A control-flow statement changes the sequential flow of control. Hence, the measures are similar to the concepts of import coupling (Briand et al., 1999) and cyclomatic complexity (McCabe, 1976), but adapted to measuring complexity change at the task level.

4.5. Interviews

All project participants were interviewed individually on a range of issues. These interviews sought to (a) uncover background information regarding project priorities, (b) ask specific questions regarding the planning poker technique, and (c) determine the participants’ perception of differences between the planning poker technique and the individual estimation technique.

The interviews were performed in person and followed a structured questionnaire.

5. Results

In total, 55 tasks were estimated and implemented, of which 24 were estimated with planning poker and 29 with the existing individual estimation method. Two tasks were deleted from the data set due to suspicion of faulty registration in the database. A brief summary of important data is presented in Table 5. The first column represents the initial estimates (Step A; Table 2), the second the statistical combination of individual estimates for the planning poker tasks (Step F), the third the final estimates (consensus estimate for the planning poker tasks, individual estimate for the control group, Step I), the fourth column the actual effort (Step J), the fifth the estimation accuracy of planning poker tasks measured against the statistical combination of individual estimates, the sixth estimation accuracy against final estimates, and the final column contains estimation bias.

The first two research questions relate only to the 24 tasks that were estimated with planning poker. The third research question examines possible differences in change size and complexity.

5.1. RQ1: Are group consensus estimates less optimistic than the statistical combination of individual expert estimates?

For the 24 tasks that were estimated using planning poker, the mean of the statistical combination of individual estimates before group discussion was 6.3 h (median 6.0 h). After group discussion, the mean consensus estimate was 7.1 h (median 6.0 h). An analysis was performed with a paired t-test, as suggested in similar research on choice shift (Liden et al., 1999). Since the research question suggests a direction of effect (group discussion reduces optimism), the paired t-test was one-sided. We provide the actual p-values, as suggested by Wonnacott and Wonnacott (1990), instead of predefining a significance level for rejection. The results are displayed in Table 6.

The analysis of possible choice shift on the estimates yielded a p-value of 0.04 and an effect-size of 0.16.

5.2. RQ2: Are group consensus estimates more accurate than the statistical combination of individual expert estimates?

On the basis of the estimates, we calculated the estimation accuracy measured in BRE. The mean BRE of the statistical combination of individual estimates before group discussion was 0.94 (median 0.56). The mean BRE of the consensus estimates after group discussion was 0.82 (median 0.50). The calculation of the statistics followed the same procedure as for the previous research question. A summary is presented in Table 7.

The analysis of a possible difference in accuracy between the statistical combination of individual estimates and the group consensus estimates yielded a p-value of 0.07 and an effect-size of 0.11.

5.3. RQ3: Are group consensus estimates more accurate than the existing individual estimation method?

The mean BRE of the tasks completed using the existing individual estimation method was 0.78 (median 0.33), compared to a mean BRE of 0.82 (median 0.50) for the planning poker tasks. For the statistical test of difference between the two groups, a Kruskal–Wallis test (Wonnacott and Wonnacott, 1990) was performed on the medians. A summary for both groups is found in Table 8.

The analysis of difference between the two study groups yielded a p-value of 0.77, and a size of effect of 0.03.

Regarding any difference in estimation bias, the BREbias values are presented in Fig. 1 (see also Table 5).

An interesting finding emerges. The median BREbias for both the planning poker group and the control group is 0.00, which indicates that the typical case is estimated perfectly on target.

However, the mean BREbias of the planning poker tasks was 0.33, compared to −0.04 for the control group (see also Table 5).

5.4. RQ4: Does the introduction of a group technique for estimation affect other aspects of the developers’ work, when compared to the individual estimation method?

Thirty-four of the 53 tasks studied involved changing code. For seven of the 34 tasks that involved code changes, the developers did not tag the associated code repository checkins. Interviews revealed that this could sometimes happen for minor changes. Hence, the analysis below is based on 27 valid data points.

---

**Table 5**

<table>
<thead>
<tr>
<th>Planning poker (n = 24)</th>
<th>Statistical combination (h)</th>
<th>Estimate (h)</th>
<th>Actual effort (h)</th>
<th>BRE statistical combination</th>
<th>BRE</th>
<th>BREbias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>6.6</td>
<td>6.3</td>
<td>7.1</td>
<td>10.4</td>
<td>0.94</td>
<td>0.82</td>
</tr>
<tr>
<td>Median</td>
<td>5.0</td>
<td>6.0</td>
<td>6.0</td>
<td>8.0</td>
<td>0.56</td>
<td>0.50</td>
</tr>
<tr>
<td>Control group (n = 29)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>5.3</td>
<td>5.3</td>
<td>6.1</td>
<td>0.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>0.33</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
An overview of the results of the code analysis is presented in Table 9.

The mean actual effort for both groups is somewhat higher for this subset than for the complete set of tasks, which is presented in Table 5. This is not surprising, because tasks that involve changes to the code are usually larger than other tasks. The mean actual effort for the planning poker tasks involving code change is 12.8 h, compared to 10.4 h for the complete planning poker subset. Similarly, the mean actual effort of the control group is 8.1 h for the tasks involving code, compared with 6.1 h for all control tasks. Research question 4A asked: Are there differences between the planning poker tasks and the control group tasks related to the size of the changes?

The control group has a higher mean value for the SIZE3 measure than the planning poker group (see Table 9). Given this, it appears that the control group tasks took less time and were larger than the planning poker tasks. However, this difference in size is not statistically significant using a Kruskal–Wallis test ($p = 0.59$).

The individual data points of SIZE3 vs. change effort are depicted in Fig. 2.

In order to further explore research question 4A, we fitted two regression models of the type discussed in Section 4.4, one that included isControl (the group indicator, refer to Table 3) only, and one that added the size variable, SIZE3. The results are summarized in Table 10.

As can be seen, when accounting for size (the second model), the difference in change effort between the groups become clearer (the $p$-value of the isControl variable decreases), and is statistically significant at the 0.1 level. In other words, there is initial evidence that, after controlling for size, effort expended on tasks estimated by planning poker is greater than effort expended on tasks in the control group.

Returning to the summary statistics in Table 9, we observe that planning poker tasks involved more changes (CH) and fewer deletions (DEL) to existing code. These factors can account for the observed difference in change effort.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Mean value control</th>
<th>Mean value PP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate</td>
<td>7.5</td>
<td>7.6</td>
</tr>
<tr>
<td>Actual</td>
<td>8.1</td>
<td>12.8</td>
</tr>
<tr>
<td>ADD</td>
<td>246</td>
<td>326</td>
</tr>
<tr>
<td>CH</td>
<td>23.5</td>
<td>36.0</td>
</tr>
<tr>
<td>DEL</td>
<td>66.5</td>
<td>50.9</td>
</tr>
<tr>
<td>SIZE1</td>
<td>336</td>
<td>413</td>
</tr>
<tr>
<td>SIZE2</td>
<td>17.0</td>
<td>12.3</td>
</tr>
<tr>
<td>SIZE3</td>
<td>45.3</td>
<td>39.9</td>
</tr>
<tr>
<td>ACS</td>
<td>21.6</td>
<td>14.4</td>
</tr>
<tr>
<td>DCS</td>
<td>14.1</td>
<td>6.8</td>
</tr>
<tr>
<td>AOR</td>
<td>209</td>
<td>206</td>
</tr>
<tr>
<td>DOR</td>
<td>65</td>
<td>50</td>
</tr>
<tr>
<td>SZAFF</td>
<td>224</td>
<td>151</td>
</tr>
</tbody>
</table>
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<td>7.5</td>
<td>7.6</td>
</tr>
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<td>Actual</td>
<td>8.1</td>
<td>12.8</td>
</tr>
<tr>
<td>ADD</td>
<td>246</td>
<td>326</td>
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<td>CH</td>
<td>23.5</td>
<td>36.0</td>
</tr>
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<td>DEL</td>
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<td>17.0</td>
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<td>45.3</td>
<td>39.9</td>
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<td>ACS</td>
<td>21.6</td>
<td>14.4</td>
</tr>
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<td>14.1</td>
<td>6.8</td>
</tr>
<tr>
<td>AOR</td>
<td>209</td>
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<tr>
<td>DOR</td>
<td>65</td>
<td>50</td>
</tr>
<tr>
<td>SZAFF</td>
<td>224</td>
<td>151</td>
</tr>
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</table>

An overview of the results of the code analysis is presented in Table 9.

The mean actual effort for both groups is somewhat higher for this subset than for the complete set of tasks, which is presented in Table 5. This is not surprising, because tasks that involve changes to the code are usually larger than other tasks. The mean actual effort for the planning poker tasks involving code change is 12.8 h, compared to 10.4 h for the complete planning poker subset. Similarly, the mean actual effort of the control group is 8.1 h for the tasks involving code, compared with 6.1 h for all control tasks. Research question 4A asked: Are there differences between the planning poker tasks and the control group tasks related to the size of the changes?

The control group has a higher mean value for the SIZE3 measure than the planning poker group (see Table 9). Given this, it appears that the control group tasks took less time and were larger than the planning poker tasks. However, this difference in size is not statistically significant using a Kruskal–Wallis test ($p = 0.59$).

The individual data points of SIZE3 vs. change effort are depicted in Fig. 2.

In order to further explore research question 4A, we fitted two regression models of the type discussed in Section 4.4, one that included isControl (the group indicator, refer to Table 3) only, and one that added the size variable, SIZE3. The results are summarized in Table 10.

As can be seen, when accounting for size (the second model), the difference in change effort between the groups become clearer (the $p$-value of the isControl variable decreases), and is statistically significant at the 0.1 level. In other words, there is initial evidence that, after controlling for size, effort expended on tasks estimated by planning poker is greater than effort expended on tasks in the control group.

Returning to the summary statistics in Table 9, we observe that planning poker tasks involved more changes (CH) and fewer deletions (DEL) to existing code. These factors can account for the observed difference in change effort.
Research question 4B asked: Are there differences between the planning poker tasks and the control group tasks related to the complexity of the changes?

To analyze possible differences in complexity, we entered all complexity measures into the model presented in Section 4.4, and applied a variable selection method called backward elimination to attempt to identify factors that explain change effort variations. The results are presented in the top half of Table 11.

Measures of changed lines (CH), added control statements (ACS), and deleted out-of-class references (DOR) contribute positively to change effort. The measure of deleted lines (DEL) contributes negatively to change effort. When entering these measures of change complexity into the model, the estimation method (isControl) was no longer related significantly to change effort.

Thus, there is no evidence that effort expended on tasks estimated by planning poker is greater than effort expended on tasks in the control group after controlling for change complexity.

Note that the measures selected by the backward elimination procedure may have been influenced by correlations between the measures. ACS is correlated heavily with AOR and DOR is correlated heavily with DCS; hence, it is likely that AOR and DCS will provide almost as good explanatory power as ACS and DOR. We confirmed this by refitting a model forcing in the AOR and DCS variables; see the results in the bottom half of Table 11.

Given the above, we answer research question 4B positively: there are differences in change complexity between the planning poker tasks and the control tasks.

These differences in complexity might explain differences in effort. The underlying reasons for differences in complexity will be explored in the next section.

A final observation is that there is no evidence that the observed bias between the groups with respect to the mean size of affected modules resulted in differences in change effort.

5.5. Results from the participant interviews

The interviews provided information that will be used in the discussion section to try to explain the results presented above. The interviews focused on (a) background information regarding project priorities, (b) specific questions regarding planning poker, and (c) the participants' perception of differences between the planning poker technique and the individual estimation technique.

### Table 12

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>Median</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer satisfaction</td>
<td>1.8</td>
<td>2.0</td>
<td>0.8</td>
</tr>
<tr>
<td>Functionality</td>
<td>2.0</td>
<td>2.0</td>
<td>0.6</td>
</tr>
<tr>
<td>Quality</td>
<td>2.2</td>
<td>2.0</td>
<td>0.8</td>
</tr>
<tr>
<td>Schedule</td>
<td>2.7</td>
<td>2.5</td>
<td>0.8</td>
</tr>
<tr>
<td>Effort</td>
<td>3.0</td>
<td>2.5</td>
<td>1.3</td>
</tr>
</tbody>
</table>

The participants were asked to rate how they perceived the priorities of the project used in this study on a five-point Likert-scale (1 = very important, 2 = important, 3 = of medium importance, 4 = somewhat important, 5 = not important). The respondents were free to use their personal interpretation of parameters such as quality and functionality. The results are displayed in Table 12.

There are several reasons for why people change their opinion about the estimate of a task after group discussion (Brown, 2000). Some of the more common reasons are (a) pressure (direct or perceived) from seniors, (b) new information revealed, or (c) a desire for consensus.

The participants were asked to rate how much these reasons affected their estimates on a five-point Likert-scale (1 = influence in all tasks, 2 = influence in most tasks, 3 = influence in about half of the tasks, 4 = influence in some tasks, 5 = influence in none of the tasks). The results are displayed in Table 13.

The participants were interviewed regarding possible differences induced by the planning poker technique when compared to the individual estimation method (control group). They were asked to rate their perception of whether, and if so how, several aspects of their work was influenced. This included both effort spent in various phases and suitability. They rated these aspects on a five-point Likert-scale (1 = much more, 2 = more, 3 = similar, 4 = less, 5 = much less). The results are summarized in Table 14.

### Table 13

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>Median</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>New information</td>
<td>1.8</td>
<td>2.0</td>
<td>0.4</td>
</tr>
<tr>
<td>Pressure from seniors</td>
<td>2.7</td>
<td>2.0</td>
<td>1.2</td>
</tr>
<tr>
<td>Desire for consensus</td>
<td>3.3</td>
<td>3.5</td>
<td>0.8</td>
</tr>
</tbody>
</table>

### Table 14

<table>
<thead>
<tr>
<th>Property</th>
<th>Rating (mean)</th>
<th>Median</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suitability for identifying task challenges</td>
<td>1.5</td>
<td>1.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Suitability for identifying subtasks</td>
<td>1.7</td>
<td>1.5</td>
<td>0.8</td>
</tr>
<tr>
<td>Effort spent on estimation</td>
<td>1.8</td>
<td>2.0</td>
<td>0.4</td>
</tr>
<tr>
<td>Motivation to follow estimates</td>
<td>2.0</td>
<td>2.0</td>
<td>0.6</td>
</tr>
<tr>
<td>Estimation accuracy</td>
<td>2.2</td>
<td>2.0</td>
<td>0.8</td>
</tr>
<tr>
<td>Effort spent on analysis and design</td>
<td>2.8</td>
<td>2.5</td>
<td>1.0</td>
</tr>
<tr>
<td>Effort spent on refactoring of code</td>
<td>3.0</td>
<td>3.0</td>
<td>0.6</td>
</tr>
<tr>
<td>Effort spent on clarifying tasks during implementation</td>
<td>3.2</td>
<td>3.0</td>
<td>0.8</td>
</tr>
</tbody>
</table>

### Discussion

In general, small differences in estimation accuracy were found between the groups, whether the comparison was between a statistical combination of individual estimates and group consensus estimates for the planning poker tasks (choice shift), or between planning poker tasks and the control group.

Interestingly, there appeared to be a difference between the planning poker tasks and the control tasks that was related to change size and change complexity.

6.1. RQ1: Are group consensus estimates less optimistic than the statistical combination of individual expert estimates?

When we looked in isolation at the tasks estimated with planning poker, the results indicated a slight shift in choices that showed a reduction of optimism after group discussion. For these tasks, there
was an initial individual bias towards optimism, as in other studies (Buehler et al., 2005). However, in our study, this optimism was not increased by group discussion. Rather, we found the opposite, that optimism was reduced, as in a previous study on software estimation (Moløkken-Østvold and Jørgensen, 2004). However, note that the effect must be considered small (Cohen’s $d < 0.20$).

The more common reasons for a change of opinion regarding the estimate of a task following group discussion have already been noted. The results of the interviews presented in Section 5.5 show that the respondents rated new information as the most important reason for changing their minds (mean response 1.8, and standard deviation of 0.4). However, pressure (2.7) and desire for consensus (3.3) were also rated as important for changes of opinion for about half of the tasks.

6.2. RQ2: Are group consensus estimates more accurate than the statistical combination of individual expert estimates?

There were indications of a slight shift towards increased accuracy when comparing consensus estimates with the statistical combination of individual estimates. This comes as a direct function of an initial bias towards optimism in the individual estimates. When, as found with respect to RQ1, this optimism was reduced, accuracy increased. However, the size of effect is considered small (Cohen’s $d < 0.20$).

When exploring differences between a group’s consensus estimate and the statistical combining of individual estimates, a relevant property is the initial (dis)agreement of the estimates for each task. This (dis)agreement can be measured by the standard deviation (StDev). For the 24 tasks estimated with planning poker, the StDev of the individual estimates varied from 0.00 to 6.65, and the median and mean StDev were 2.23 and 2.20, respectively.

However, initial agreement on the part of the estimators (reflected in a low standard deviation) did not entail more accurate group consensus estimates. A correlation test of standard deviation (StDev) of individual estimates, and the accuracy (BRE) of the group estimates resulted in a Pearson correlation of $-0.54$ and a $p$-value of 0.80.

6.3. RQ3: Are group consensus estimates more accurate than the existing individual estimation method?

The planning poker and control group had fairly similar estimation accuracy.

Regarding the observed difference in the direction of inaccuracy between the planning poker tasks and the control tasks, as seen by the difference in mean BREbias, one possible explanation is that some of the planning poker tasks were, purely by chance, more difficult to complete. Even though the tasks were assigned at random to the two study groups, anomalies may appear, especially in datasets of this size.

The mean of the initial estimates, i.e. estimates made before the assignment of the estimation procedure, was 5.3 h (median 4 h) for the control group, compared to 6.6 h (median 5 h) for the tasks estimated using planning poker. So, it is possible that the planning poker tasks were a bit more difficult, because they had initial estimates that were somewhat larger.

Comparison of the actual effort of the tasks in the two study groups yields an interesting observation. The average size in the control group tasks was 6.1 h (median 4 h), compared to 10.4 h (median 8 h) in the planning poker tasks. While the median initial estimates were 25% larger in the planning poker group, the difference in median actual effort was 100%. Even though it is possible that initially, the tasks in the planning poker tasks carried a somewhat larger workload, this cannot account for the observed difference in actual effort between the groups.

The observations of differences in actual effort between planning poker and control tasks was unexpected, and, as stated in Sections 1 and 2, there is very little research on the combining of estimates for comparison. At this stage, we can only speculate about a set of interacting causes that may explain our observations:

6.3.1. Group discussion identifies subtasks and complexity

Previous studies have shown that groups are able to identify more tasks than individuals (Moløkken-Østvold and Jørgensen, 2004). When the group discusses a task (as when estimating using planning poker), they are likely to look at it from different angles, especially if they have diverse backgrounds (Surowiecki, 2004). They may offer different perspectives on a task and identify different subproblems.

Software engineering textbooks (Boehm, 1981; Kitchenham, 1996) and papers (Fairley, 2002; Boehm, 1984; Hughes, 1996) frequently mentioned forgotten tasks as major obstacles to successful estimation by experts. Several estimators who discuss the same task will identify at least as many subtasks as any single estimator alone. It might be that this happened for the tasks that were estimated using planning poker.

As seen from the results of the interviews presented in Section 5.5, the participants perceived that planning poker influenced their work most with respect to identifying subtasks and challenges. They also thought that they spent more time estimating and that they were more motivated to match their estimates. Even though estimation accuracy did not increase when using planning poker, the participants believed that it did. The three areas in which the participants did not perceive any changes were related to effort spent on analysis and design, refactoring, and clarifications.

The code analysis revealed that more effort was spent on performing complex changes in the planning poker tasks. This might have been induced by the group discussion.

6.3.2. Anchor-effect from individual estimates

Even if the participants identified more subtasks and complexity during group discussion, it is possible that they were not able to make sufficient adjustments on the basis of this new information when seeking consensus estimates. Even though the group decision exhibited decreased optimism when compared to the statistical combining of individual estimates, this was, for some tasks, not sufficient, and they were underestimated.

It is probable that the initial individual estimates acted as anchors (Jørgensen and Sjøberg, 2004) when group consensus was sought. Participants were frequently willing to increase their estimates somewhat, e.g. by about one hour, but it seldom happened that consensus estimates deviated substantially from the statistical combination. As seen from results of the interviews, presented in Section 5.5, it was important for the participants to reach a consensus.

6.3.3. Priority of scope over effort and schedule

If we assume that more task work and greater complexity was identified during planning poker discussions (as follows from explanation 1), and the participants have their original estimates (and group mean) as anchors (as follows from explanation 2), this may lead to underestimated tasks.

When a task is estimated in a group (as with planning poker), and then handed to an individual, that individual must address all the aspects of the work discussed by the group when implementing the solution. By contrast, individual programmers who estimate and plan alone (as in the control group) have a more limited range of work aspects to address.

When underestimated tasks are encountered, the implementation will be affected, according to how priority is assigned to scope,
effort, schedule, etc. A recent study found that software professionals gave priority to “project scope” when defining project success (Agarwal and Rathod, 2006). The professionals in that study, independent of their role in the company, stated that scope was more important than cost (effort) or time (schedule) when asked to state their priorities. We have also recently conducted a study in Norway, where it was found that (lack of) estimation accuracy did not affect perceived project success (Furulund, 2007).

As seen from the results of the interviews presented in Section 5.5, effort and schedule were perceived as least important by the participants, while functionality and customer satisfaction were perceived as most important.

Thus, if more work is identified during discussion, programmers may feel inclined to expend more effort in order to implement it. It might just be that for some of the planning poker tasks, work such as the restructuring of code uncovered in our analysis caused some overruns.

6.4. RQ4: Does the introduction of a group technique for estimation affect other aspects of the developers’ work, when compared to the individual estimation method?

Differences in effort between groups were amplified when controlling for change size: More effort was expended on the planning poker tasks and the sizes of these tasks were smaller than in the control group.

Differences with respect to the complexity of the tasks can explain the difference. Changes made in the tasks estimated by planning poker were more complex, as manifested in measures of the changed code.

This observation must be seen together with the respondents’ claim that planning poker was more suitable for identifying sub-tasks and challenges. It is possible that the planning poker method itself influenced the way the developers translated the change requests into working code.

6.5. Study validity

In their framework for analysing the accuracy of software estimation (Grimstad and Jørgensen, 2006), Grimstad and Jørgensen describe several factors that can have a major impact on the measured estimation error. Their top-level categories are: (1) estimation ability factors, (2) estimation complexity factors, and (3) measurement process factors.

When discussing the internal validity of our comparison of the planning poker and control groups (RQ3 and RQ4), many of the factors in the framework do not cause concern, because they are similar for both groups. Examples of these are (a) the project manager’s ability to control costs, (b) client and subcontractor performance, (c) completeness and certainty of the information upon which the estimates were based, (d) project priorities, (e) project member skill, (f) inherent complexity of project execution, (g) experience with similar tasks, (h) experience of the system under consideration, (i) flexibility in product and process execution, (j) terminology and measures, and (k) the recording of data.

These factors were similar in both groups and did not have any effect, because all tasks in the study were taken from the same project, with, e.g., the same client, participants, and prioritizations.

In addition, the isolation strategy used was randomization, which is the most powerful strategy. This approach addresses concerns such as skill in the selection of estimation approach, because this was assigned randomly. However, as described previously, even randomization is no guarantee that the samples will have similar properties with respect to all factors. As seen, the sizes of the initial estimates of the tasks were not entirely similar in the groups, even though the variations were small.

Perhaps the most challenging issue concerns one of the estimation ability factors; namely, skill in the use of estimation approach (Grimstad and Jørgensen, 2006). Since the estimators were more familiar with their existing individual estimation method (control group), it might be that their skill in employing this was superior to their skill in using planning poker. However, we do not believe that this factor had any major impact, because planning poker is a straightforward and easy-to-use approach that should not require a steep learning curve. We performed an analysis of the estimation accuracy of the planning poker tasks to determine whether there was any learning. It was found that the estimation accuracy was similar for the planning poker tasks throughout the entire study.

The internal validity of the choice shift (RQ1 and RQ2) research questions is relatively unproblematic, because it involved several estimates for the same task.

Regarding external validity, only one project team was studied. Therefore, several factors must be considered when generalizing. In particular, factors such as team motivation (Brown, 2000) and team composition (Surrowiecki, 2004) will probably have a large impact on the results. For example, a team that lacks diversity and motivation may increase an optimistic bias instead of reducing it. Most important perhaps, is that this study was on task estimation, which has properties other than user story estimation (for which planning poker is recommended), project estimation, and factors related to bidding.

Finally, regarding generalization, it is important to note that the tasks studied here were relatively small and were to be performed in an agile project environment. At this time, we have no opportunity to assess the merits of using planning poker in other project environments.

A general concern is that the study had a relative small sample size with respect to statistical analysis. The source code data, especially, contained few data points with large variances; hence the analysis is sensitive to the values of small groups of data points. In particular, one data point has a large influence on the mean change effort of planning poker tasks. However, removing this data point does not change the observation that change effort is greater, by median or mean value, for planning poker tasks. In addition, when controlling for size, this data point can no longer be considered an outlier. We therefore included the data point in our analysis.

Given the above reservations, this study must be interpreted with care and used primarily in combination with previous studies on group estimation (presented in Section 2) as a stepping stone for further research.

7. Conclusions

Previous reviews of the literature and experiments have concluded that it does not seem to be very important which of a set of structured methods for combining estimates is used in order to achieve accuracy (Fischer, 1981). The Delphi technique is probably the best studied example, and though it has been found to outperform unstructured groups, there is no evidence that it outperforms other structured techniques (Rowe and Wright, 1999). There are also general findings to the effect that group performance is increased when motivation exists (Brown, 2000) and that group goals can increase productivity (Buehler et al., 2005).

On the surface, planning poker has several properties that, in theory, should make it suitable for estimation; for example, the possibility of combining knowledge from diverse sources (Surrowiecki, 2004), the use of iterative techniques, and the fact that estimates are revealed simultaneously in order to reduce the impact of social comparison (Brown, 2000).
Considering a summary of our findings and combining them with previous studies, we may conclude tentatively that planning poker reduces optimism when compared to the statistical combining of individual estimates and is also, in some cases, more accurate than the unstructured combining of estimates in a group. In this study, the set of control tasks in the same project were estimated by individual experts with accuracy similar to that of the estimates of the tasks when using planning poker. Moreover, for both the planning poker and control groups, the median estimation bias indicated that both groups had fairly unbiased estimates. In addition, as seen in our study, group discussion (facilitated by planning poker) may have certain positive side effects that, at this stage, we cannot fully explain. An interesting issue, derived from the analysis of code, is whether the use of planning poker leads to an increased focus on the quality of the code.

Equally important as findings from the quantitative data, the project team seemed to receive the planning poker technique very well. They found that the technique was useful for discussing implementation strategies for each task and that it provided a better overview of what each developer was working on. Given that it is difficult to measure the full effect of the knowledge sharing aspect of planning poker, we cannot provide any empirical results on whether the benefit exceeds the work and effort it takes to conduct this technique compared to individual estimating. However, the team decided to implement the planning poker technique for all forthcoming tasks in the project.

Future studies might seek to complement these findings by investigating projects with different constraints regarding team size and client, and using planning poker for estimating user stories.

In addition, we should investigate how planning poker can be combined with complementary techniques for tracking time/cost, i.e., having developers report progress daily (at the stand-up meeting), having all tasks posted on the wall to visualize the total work load for the sprint, and/or using a burn-down chart to visualize progress.

It is also important to compare planning poker with more structured techniques, such as Delphi, and to investigate whether planning poker affects other technical or social aspects, such as the quality of the code or the accountability of the team.
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