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Abstract—In wireless sensor networks, sensor nodes are expected to gather specific information about the environment and send it to the user. The data dissemination usually involves many nodes in a multi-hop transmission from the source towards the user base station. Since sensor nodes are energy limited and may fail at any moment, this data delivery is far from secure. Therefore, it is important to design new solution to allow a robust and reliable data dissemination. In this paper we propose a node recovery scheme that exploits the network density and the broadcasting nature of the wireless medium to replace the energy depleted or the failed nodes in the communication. We evaluate this work by simulations and show that our approach improves the communication reliability and extend the routing path time.
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I. INTRODUCTION

Explosive growth in embedded computing and rapid advances in low power wireless networking technologies are fuelling the development of wireless sensor networks (WSNs). These networks can be used in the future in several applications such as healthcare, environmental and habitat monitoring, target tracking, etc.

Wireless sensor networks consist of densely deployed sensor nodes capable of sensing particular physical events in their vicinity and communicating between themselves using wireless transceivers. These tiny sensor nodes are usually deployed in various environments to collectively gather some data required by the user and deliver them to a central monitoring unit called the sink or the base station (BS).

Such sensing delivery operation may include several hops among the resource-limited sensor nodes. If a sensor node on the data dissemination path runs out of energy or fails, the whole delivery operation will be comprised. Therefore, the challenge is to design a solution that makes the data dissemination more reliable and extends the routing path time as much as possible.

In this paper we propose a node recovery scheme for data dissemination in wireless sensor networks. By exploiting the network density and the broadcasting nature of the wireless medium, we propose to replace the energy drained or failed nodes by other neighbouring nodes that can relay the data from the source to the destination, without changing the routing path.

The remainder of the paper is structured as follows. Section II reviews the major routing techniques for WSNs found in the literature, and outlines theirs drawbacks. Section III introduces our new node recovery scheme and describes its different phases. Section IV studies the impact of the WSNs parameters such as the network density and the sensor nodes radio range on the recovery scheme. In section V we evaluate our protocol by simulations. Section VI, outlines open research issues and future work.

II. BACKGROUND

Due to several sensor networks constraints, designing efficient communication architecture brings many new challenges. The problem of routing in wireless sensor networks has been the subject of intense study in the last few years.

Several algorithms and protocols have been developed in the last few years, with the goal of achieving more efficient and reliable data dissemination in WSNs. Flooding is obviously the most reliable dissemination scheme to deliver data from source to the sink, as it does not need any extra cost for topology maintenance or route discovery. However, this technique suffers form significant redundancy with too many duplicated messages in the network, which make it an energy costly solution.

Several energy efficient routing protocols have been proposed [1]. Most of them use a single path approach to transmit the data to the user. In single path routing the optimal path is selected according to a predefined metric such as the gradient of information, the distance of the destination or the...
node residual energy level [2, 3]. Although, single path approach achieves shortest delay and involves the minimum number of nodes, it concentrates the traffic on the same path. In case of continuous data transmission such approach may result in energy exhausted nodes and the loss of the network connectivity.

On the other hand, some other routing protocols that use multipath dissemination choose the network reliability as their design priority. In this approach the data delivery relies mostly on the optimal path. The alternative paths are used only when some nodes on the primary path fail. In [4] and [5], a multipath extension of Dynamic Source Routing (DSR) and Ad hoc On-demand Source Routing (AODV) were proposed to improve the energy efficiency. In directed diffusion [6] the flooding of interest by the sinks allows the gradients to be set within the network. In [7] a multipath routing approach is proposed for directed diffusion to improve resilience to nodes failure, by exploring the possibility of finding alternate paths connecting the source and sinks when node failures occur. In [8] a probabilistic routing protocol is proposed which use a retransmission probability function to reduce the number of copies of same data. This probability function use the hop distance to the destination and the number of steps that the data packets have travelled as parameters. In [9] the multipath routing is formulated as linear programming problem with an objective to maximize the time until the first sensor node runs out of energy. The sources are assumed to be transmitting data at a constant rate. Although multipath approach achieves reliable data dissemination, using several paths and frequently changes of routing paths results in important energy consumption especially if the source is far away from the sink.

Our recovery scheme consists of three phases:

- Neighbour discovery phase.
- Recovery nodes discovery phase.
- Failure node recovery phase.

A. Neighbours Discovery

This operation starts at the deployment time and aims to inform each sensor node about its neighbours. Upon deployed, each sensor node broadcasts a neighbours_discovery message, and each node that receives this message replies to the sender by sending a neighbour_reply message. At the end of this operation each node will have a complete list of its neighbours.

B. Recovery Nodes Discovery

For this phase we assume that the interest propagation has been successfully finished and a routing path has been established, and each in the path save the previous node id and the next node id in the upstream neighbour and downstream neighbour entries.

When the routing path is defined each node on the path starts looking for a recovery node by broadcasting recovery_node_discovery to its neighbours containing: its id, the upstream neighbour id, and the downstream neighbour id. If a node \( m \) receives a recovery_node_discovery message from a node \( n \) on the routing path, it starts looking for the upstream neighbour and downstream neighbour in its neighbours list. If the two nodes’ ids are found, which means that it has both the nodes as neighbours, the node \( m \) declares it self as a potential recovery node for node \( n \). The node \( m \) sets then a timer \( s \) for a
random but short period of time $T_{\text{wait}}$, after which it sends a recovery_node_reply message to the node $n$, and the node $m$ is considered as the recovery node for the node $n$. If within the period $T_{\text{wait}}$, the node $m$ hears another recovery_node_reply message towards the node $n$ it cancels the transmission. This mechanism helps to reduce the number of the recovery_node_reply transmissions. This operation will be repeated for all nodes in the routing path from the source to the sink, so that each node on the path will have a known recovery node.

Note that all recovery nodes once known turn their radio systems to the overhearing mode.

C. Failure Node Recovery

Suppose that the node $n$ is a sensor node on the routing path and $m$ is its recovery node. When the node $n$ receives a data packet to forward it to the sink, the node $m$ overhears the transmission and sets a timer $T_{\text{transmit}}$ and waits for the node $n$ to transmit the data packet to its downstream neighbour. If the timer $T_{\text{transmit}}$ expires and the node $m$ still did not hear the transmission from $n$ to its downstream neighbour, it considers the node $n$ as dead, and forwards the data packet instead.

Node $m$ informs both the upstream neighbour and downstream neighbour of node $n$ that it is the new node on the routing path. Consequently all three nodes start another recovery node discovery sequence as already described in the section B.

IV. NODES DENSITY AND TRANSMISSIONS OVERHEARING

In this section we will discuss how successful is our scheme, the probability of finding a recovery node, and the factors that affect this probability.

Since sensor nodes are equipped with wireless radio transceivers, their scope of transmission is limited. As the propagated signal strength decays exponentially with respect to distance \cite{11}, the radio coverage area can be simply modelled as a disk where the transceiver is at the centre. The diameter of this disk is considered as the radio range of the transceiver, as it is illustrated in fig.2.

Fig.3 illustrates an example of a one hop transmission between node $a$ and node $c$ through node $b$. To make this communication possible it is necessary to have node $b$ within the radio coverage area of both nodes $a$ and $c$. Consequently, increasing the number of nodes within this area increases the chances of recovery and maintaining the network connectivity much longer.

As sensor nodes are usually randomly and densely deployed it is important to study what factors can help to increase the chances of nodes recovery and maintain network connectivity.

We consider a network consisting of a large number of sensor nodes deployed randomly in a two-dimensional geographical region. Under this assumption, the sensor locations can be modelled by a stationary two-dimensional Poisson point process \cite{12, 13}. Denote the density of the underlying point process as $\lambda$, and it represents the number of nodes per $m^2$. The number of sensor nodes located in a region $R$, $N(R)$, follows a Poisson distribution of parameter $\lambda \|R\|$, where $\|R\|$ represents the area of the region, as following:

$$P(N(R) = k) = \frac{e^{-\lambda \|R\|}(\lambda \|R\|)^k}{k!}$$

Fig.4 shows the maximum area of interconnection of two nodes radio coverage areas without possibility to communicate with each other, denoted $R_{\text{Max}}$. This area can be calculated using only the radio range $r$ as following:

$$R_{\text{Max}} = Ct(r) = \frac{r^2(4\pi - 3\sqrt{3})}{6}$$
Consequently, knowing the area $R_{\text{Max}}$ and by using the equation (1), it is possible calculate the probability to have at least one recovery node for each node on the transmission path, by calculating the probability of having at least two nodes within the area $R_{\text{Max}}$ as following:

$$P(N(R_{\text{Max}}) \geq 2) = 1 - P(N(R_{\text{Max}}) \leq 2)$$

Where:

$$P(N(R_{\text{Max}}) \leq k) = \sum_{i=0}^{k} \frac{e^{-\lambda R_{\text{Max}}}}{i!} \lambda^i R_{\text{Max}}^i$$

Fig.5 shows the probability of having at least two nodes within the area $R_{\text{Max}}$, for different network densities (number of nodes/m$^2$) and different radio ranges. From this figure we can observe that the probability of having at least two nodes within the area $R_{\text{Max}}$ increases as the network density and the radio range increase.

At a second stage, we fix the network density $\lambda = 10$ (number of nodes per m$^2$) and the radio range to 7.5m and we evaluate the performances of our recovery scheme on the single path routing operation.

Fig.7 shows the amount of data sent by the source and the amount of data received by the user base station (BS) over time.
time, with node recovery scheme, without node recovery scheme, and using directed diffusion. Form fig.7 we observe that that the single path approach associated with our recovery scheme extends the routing path lifetime and out perform directed diffusion. This figure shows also that directed diffusion deliver more data than the amount sent by the source. This is because directed diffusion sends the data to the base station through several paths to ensure reliability, which consume more energy than single path routing.

Fig.8 shows the number of nodes alive over time, with and without node recovery scheme. From fig.8 we can observe that more nodes are used in the communication with the node recovery scheme than without it. The additional dead nodes in the single path routing with recovery are the recovery nodes used to extend the communication time.

![Figure 8: The number of nodes alive over time with and without recovery nodes](image)

We perform the same comparison between single path routing with recovery and directed diffusion as shown in fig.9.

![Figure 9: A comparison of the number of nodes alive between directed diffusion and our recovery scheme](image)

This figure shows that our recovery scheme associated with a single routing path solution exploit less nodes than directed diffusions and thus provides better network connectivity and more reliable data dissemination.

VI. Conclusion

Reliable data dissemination is a major problem in WSN. The approaches proposed so far to solve this problem are either not too reliable or consume too much energy. As WSN are usually densely and randomly deployed it is possible to exploit this property to recover energy drained nodes in the routing path. In this paper we presented a new node recovery scheme which exploits the WSN density and the broadcasting nature of the wireless medium to recover energy exhausted or failed nodes that are involved in the communication with the sink. We show through simulations and mathematical analysis that it is possible to find at least one recovery node for each node in the network, if some conditions related to the network density and the radio range are satisfied. We show also through simulations that when our scheme is used in conjunction with a single path routing protocol it results in an extension of the routing path and better network connectivity. We show also that our scheme is more reliable than the single path routing and achieves much more energy saving than multipath routing. Future work will consider the extension this work to hostile environments where sensor nodes are more exposed to failure.
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