Abstract—Cognitive sensor network (CSN) is a promising paradigm to address the spectrum scarcity problem in traditional wireless sensor networks. Reliable spectrum sensing is essential to enable the normal operation of a CSN. Existing studies have shown that by exploiting spatial diversity, cooperative sensing (CS) can greatly improve the detection performance over non-cooperative sensing (NCS) in opportunity-homogeneous environment. However, in practice, at a given time cognitive sensors at different locations may experience heterogeneous spectrum opportunities, making the cooperation among cognitive sensors intractable. In this paper, we show the limitations and drawbacks of merely using temporal-domain detection performance metrics and introduce novel spatio-temporal detection performance metrics to guide the design of joint spatio-temporal spectrum sensing. An efficient one-bit hard decision based three-phase (i.e., a global cooperation phase, a local cooperation phase, and a joint decision phase) spatio-temporal sensing (TP-STS) algorithm is proposed and numerical results have demonstrated the effectiveness of the proposed algorithm.

Index Terms—Cognitive sensor network, spectrum sensing, heterogeneous opportunity, cooperation.

I. INTRODUCTION

Rapid advances in processing capability, memory capacity, and radio technology have enabled the development of wireless sensor networks (WSNs) with small and inexpensive communication sensors [1]. WSNs are capable of monitoring physical and environmental information for various high-level applications. We envision that the wide deployment of WSNs will impact our daily life dramatically. Current WSN sensors usually operate on license-exempt Industrial, Scientific and Medical (ISM) frequency bands, which are shared with many other popular wireless technologies (e.g., Wi-Fi and Bluetooth) and become more and more crowded [2].

To deal with the spectrum scarcity problem, a new sensor networking paradigm, cognitive sensor network (CSN), which incorporates cognitive radio [3] capability on the basis of traditional WSNs has been studied recently [4]–[7]. In CSNs, cognitive sensors exploit frequency bands that are licensed to primary users (PUs) but are not used by them at a specific time and/or in a specific area. Since cognitive sensors can operate on licensed frequency bands of the PUs in an opportunistic or interference-free manner, they need to have the capability to identify the availability of spatial and/or temporal access opportunities via spectrum sensing prior to transmission. Thus, spectrum sensing is one of the major functionalities distinguishing CSNs from traditional WSNs. For a frequency band of interest, the problem of spectrum sensing is generally formulated as a binary hypothesis testing: is there an access opportunity or not? The access opportunity can be characterized as temporal or spatial. A temporal access opportunity is a time period when the primary transmission is absent while a spatial access opportunity is a geographical area where the cognitive sensor is far away from the PU [8].

Reliable spectrum sensing is a challenging task due to hidden node problem [9], shadowing effect, multi-path fading and time-varying natures of wireless channels [10]. To address these problems, cooperative sensing (CS) among multiple spatially distributed spectrum sensors is a promising direction [11]–[13], which can achieve much better detection performance than non-cooperative sensing (NCS) by exploiting multiuser diversity [14].

Although the problem of spectrum sensing has been extensively studied, there are still some critical issues needed to be addressed. First of all, a more general system model is needed. Majority of the existing studies (e.g., see [15]–[19]) consider an opportunity-homogeneous CSN, which consists of a large-scale PU network (e.g., a Digital TV system) and a small-scale SU network (e.g., a WLAN-like CSN system). In this kind of network scenario, the distances between any cognitive sensors are very small compared with the distance from any cognitive sensor to the primary transmitter, and thus the average received signal-to-noise ratios (SNRs) at cognitive sensors are approximately equal. Hence, the problem of cooperative sensing in the literature is usually modeled as a common binary hypothesis testing among all cognitive sensors. However, when we consider an opportunity-heterogeneous CSN, where the network scales of the primary system (e.g., a Wireless Microphone system) and the cognitive system are comparable, at a given time cognitive sensors at different locations may experience different spectrum opportunities, in which case the common hypothesis does not hold any more.

Furthermore, improved detection performance metrics are needed. Traditionally, a pure temporal sensing sensitivity is used to evaluate the detection performance of different
schemes. For example, in IEEE 802.22 standard [20], for a fixed sensing time, a detection probability no less than 0.9 and a false alarm probability no larger than 0.1 are required when the average received SNR is 1 dB for analog TVs, -21dB for digital TV, and -12dB for wireless microphones. This temporal sensing sensitivity is very conservative and usually leads to a over-large spatial margin [8].

In this paper, we study the problem of spectrum sensing in opportunity-heterogeneous CSNs. We introduce a novel network model that can characterize opportunity-heterogeneity among different cognitive sensors and redefine the problem of spectrum sensing in CSNs from a joint spatio-temporal two-dimensional detection perspective. We show the limitations and drawbacks when only temporal-domain detection performance metrics are used by reviewing the traditional spectrum sensing schemes (i.e., both NCS and decision fusion-based CS), and derive novel two-dimensional detection performance metrics to guide the design of joint spatio-temporal spectrum sensing. The fact that neither NCS nor CS performs well in opportunity-heterogeneous CSNs motivates us to further propose an efficient three-phase spatio-temporal sensing (TP-STS) algorithm: a global cooperation phase to identify the common temporal opportunity for all cognitive sensors by exploiting multiuser diversity, a local cooperation phase to identify the heterogeneous spatial opportunities for individual cognitive sensors by effectively fusing non-cooperative binary decisions among neighboring sensors, and finally a joint decision phase to determine the availability of the spatio-temporal opportunity at each individual cognitive sensor. Numerical results are provided to demonstrate the effectiveness of the proposed algorithm.

The rest of this paper is organized as follows. Section II describes the system model and problem formulation. Section III presents the performance comparisons of the existing NCS and CS schemes. Section IV presents the technical challenges ahead and develops a novel sensing algorithm. Section V provides numerical results, Section VI reviews the related works, and Section VII concludes this paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a CSN that shares a common frequency band with a primary user system. Of interest in this paper is to determine the availability of a spatial and/or temporal spectrum opportunity for each cognitive sensor in CSN.

A. Opportunity-Heterogeneous Network Model

As shown in Fig. 1, we consider a CSN with one primary transmitter (PT) and $N$ cognitive sensors distributed in the given geographical area. The PT has a PER with a radius $D_p$ [26]. Inside the PER, no cognitive sensor may transmit if the primary transmission is detected, in order to guarantee any potential primary receptions within. Outside the PER, cognitive sensors can share the common frequency band with the PT in a spatial reuse manner.

We further consider that $N$ cognitive sensors randomly distribute in a circular area with a radius $D_s$, which is closely related to the sensing sensitivity of cognitive sensors. Any cognitive sensor outside this area will not be able to detect the presence of the primary signal. Typically, $D_s > D_p$ holds since cognitive sensors must have a higher sensing sensitivity than the primary receiver sensitivity in order to avoid interfering with PRs [27]. In this case, some cognitive sensors can be located inside the PER and only temporal opportunities could be exploited, while others can be located outside the PER and both temporal and spatial opportunities for them are available. Consequently, at a given time different cognitive sensors in CSN will experience heterogeneous spectrum opportunities.

We consider that the cognitive sensors’ positions follow a two-dimensional uniform distribution with density $\rho$, i.e., $N = \lfloor \rho \pi D_p^2 \rfloor$. Due to the lack of cooperation from the primary user system, we consider that any cognitive sensor $i$ in the CSN does not have the prior location information of the PT and performs opportunity detection based on the received primary signal strength:

$$P_i(d_i) = P_t \cdot \phi_i(d_i) \cdot \psi_i \cdot \varphi_i,$$

(1)

where $P_t$ is the transmission power of PT, $d_i$ is the distance between the PT and cognitive sensor $i$, $\phi_i(d_i)$ is the path-loss component, $\psi_i$ and $\varphi_i$ are respectively the shadowing fading and multi-path fading components [28].

B. Spatial and Temporal Opportunity Model

This section formulates a spatial and temporal opportunity model and maps the opportunity to a two-dimensional coordinate system as shown in Fig. 2. Joint spatio-temporal sensing can be regarded as a binary decision between $O_1$ (the first quadrant) and $O_0$ (the second-third-fourth quadrants), where $O_0$ denotes that a spatio-temporal opportunity is available and $O_1$ represents otherwise.

The pure temporal sensing can be considered as a binary decision between left plane and right plane (Fig. 2) and described

$\lfloor x \rfloor$ corresponds an operation that rounds $x$ to the nearest integers less than or equal to $x$. 

Fig. 1. An opportunity-heterogeneous CSN. $D_p$ is the radius of primary exclusive region (PER) and $D_s$ is the sensing range of a cognitive sensor.
as the following binary hypothesis testing problem [16]:

\[
\begin{aligned}
H_0 : x_i[m] &= w_i[m] \\
H_1 : x_i[m] &= P_i(d_i) \cdot s[m] + w_i[m],
\end{aligned}
\]

where null hypothesis \( H_0 \) represents the absence of the primary signal and hypothesis \( H_1 \) denotes the presence of the primary signal. \( x_i[m] \) is the received signal by cognitive sensor \( i \) at time instant \( m = 1, 2, ..., M \), where \( M \) is the number of collected samples during one sampling process. \( w_i[m] \sim N(0, \sigma_i^2) \) is the additive white Gaussian noise sample, and \( s[m] \) is the unattenuated sample (normalized to have unit power) of the primary transmit signal.

Similarly, the pure spatial sensing can be considered as a binary decision between upper plane and lower plane (Fig. 2) and modeled as another hypothesis testing problem [29]:

\[
\begin{aligned}
S_0 : D_p < d_i \leq D_s \\
S_1 : 0 \leq d_i \leq D_p,
\end{aligned}
\]

where \( S_0 \) denotes the case that cognitive sensor \( i \) is located outside the PER and a spatial opportunity is available for it. \( S_1 \) denotes the case that cognitive sensor \( i \) is located inside the PER and no spatial opportunity can be exploited.

Therefore, from a two-dimensional detection perspective, we model the problem of spatio-temporal spectrum sensing for each cognitive sensor as a new hypothesis testing:

\[
\begin{aligned}
O_0 : H_0 \cup S_0 \\
O_1 : H_1 \cap S_1,
\end{aligned}
\]

where \( O_0 \) denotes the case that a spatio-temporal opportunity is available, either because of the absence of the primary signal \( (H_0) \) or the cognitive sensor is located outside the PER \( (S_0) \). \( O_1 \) represents the case that no spatio-temporal opportunity can be utilized, which means that the cognitive sensor is located inside the PER \( (S_1) \) and the PT is transmitting \( (H_1) \) at the same time.

Apparently, (4) is a straightforward combination of (2) and (3), while it is more general in opportunity-heterogeneous CSNs due to the integral consideration of primary user’s traffic variations in both time and space domains. Moreover, it brings new technical challenges, e.g., the design of proper performance metrics and efficient sensing algorithms.

### III. Spatio-Temporal Detection Performance Metrics

In this section, we introduce new detection performance metrics to guide the joint detection of spatio-temporal opportunities. The probabilities of spatio-temporal false alarm and detection for individual cognitive sensor \( i \) are respectively given by

\[
P_{f,i}^{ST}(d_i) = \Pr\{\delta_i^{ST}(d_i) = O_1 \mid O_i = O_0\}
\]

\[
= P_1 \cdot \Pr\{\delta_i^{ST}(d_i) = O_1 \mid H_1\}
+ P_0 \cdot \Pr\{\delta_i^{ST}(d_i) = O_1 \mid H_0\}, D_p < d_i \leq D_s
\]

\[
P_{d,i}^{ST}(d_i) = \Pr\{\delta_i^{ST}(d_i) = O_1 \mid O_i = O_1\}
= \Pr\{\delta_i^{ST}(d_i) = O_1 \mid H_1\}, 0 \leq d_i \leq D_p,
\]

where \( O_i \) is the actual hypothesis of cognitive sensor \( i \) with a distance \( d_i \) from the PT and \( \delta_i^{ST}(d_i) \) denotes its binary decision result. \( P_1(P_0) \) denotes the probability that the primary transmission is present (absent). Please refer to our prior works in [30] for detailed derivations of (5) and (6).

In terms of spatio-temporal detection performance metrics, Fig. 3 compares detection performance between between non-cooperative sensing (NCS) and OR-rule based cooperative sensing (CS) schemes. It is shown in Fig. 3 that for a given temporal false alarm probability as 0.1, when cognitive sensor \( i \) is located inside the PER (i.e., \( d_i \leq D_p \)), CS scheme obtains a much higher detection probability than NCS scheme. However, when cognitive sensor \( i \) is located outside the PER, CS scheme brings a much higher false alarm probability than NCS scheme. This is mainly due to the fact that, in CS scheme, the temporal detection probability of a cognitive sensor located

---

**Fig. 2.** An illustrative graph for two-dimensional opportunity model. For a given cognitive sensor, an access opportunity exists \( (O_0) \) when the primary signal is temporarily absent \( (H_0) \) or the sensor is outside the PER \( (S_0) \); no access opportunity exists \( (O_1) \) when the primary signal is temporarily present \( (H_1) \) and the sensor is located inside the PER \( (S_1) \).

**Fig. 3.** Comparisons of spatio-temporal detection performance between non-cooperative sensing (NCS) and OR-rule based cooperative sensing (CS) schemes. The detailed sensing parameter configuration is given in Section V.
far away from the PT (e.g., \(d_i = 2D_p\)) has been greatly improved, which actually results in severe spatial false alarms. Moreover, it is shown that the spatio-temporal false alarms are highly related to the primary activity level \(P_1\), which is consistent with the analytical results in (5) and (6).

Neither NCS nor CS performs well in opportunity-heterogeneous CSNs. In NCS scheme, the cognitive sensor inside the PER has a low spatio-temporal detection reliability due to the random channel fading, which cannot provide enough protection for the potential primary receivers. In CS scheme, however, the cognitive sensor outside the PER has a very high spatio-temporal false alarm probability due to the blind multiuser cooperation diversity, which provides over-protection for the potential primary receivers and results in severe access opportunity loss for the cognitive sensors. These drawbacks motivate us to design an effective spatio-temporal sensing framework.

IV. THREE-PHASE SPATIO-TEMPORAL SENSING

A. Challenges and Design Rationale

In considering spatio-temporal sensing in opportunity-heterogeneous CSNs, many critical challenges arise. First of all, joint optimization of spatial and temporal spectrum sensing is needed, to maximize the utilization of both spatial and temporal access opportunities for cognitive sensors, while satisfying the strict protection requirement from the primary users. Secondly, accurate location information of the primary transmitter is vital to mitigate spatial false alarms, while in practice it is unavailable for cognitive sensors due to the lack of cooperation from the primary transmitter. Furthermore, the random topology distribution of cognitive sensors and the opportunity-heterogeneity among them make it intractable to obtain a close-form optimal sensing scheme. However, there are some insightful observations as follows that can guide us to design suboptimal but effective sensing schemes:

- For a given time instant, the temporal access opportunity (i.e., the absence of the primary signal) is in common for all cognitive sensors and, a global cooperation among multiple cognitive sensors can significantly improve the temporal detection performance by exploiting multiuser diversity as compared with a non-cooperative approach.
- For a given topology distribution, the spatial access opportunities may vary for cognitive sensors located at different positions, which makes blind global cooperation unusable. However, there typically exist similar spatial opportunities among neighboring cognitive sensors, which will benefit the spatial opportunity detection.

B. Algorithm Framework

The observations above guide us in proposing a three-phase spatio-temporal sensing (TP-STS) framework, which consists of the following sequential phases:

**Phase 1-GLOBAL COOPERATION FOR TEMPORAL OPPORTUNITY DETECTION:** In this phase, the primary signal’s presence \((\mathcal{H}_1)\) or absence \((\mathcal{H}_0)\) is detected through cooperative sensing among all cognitive sensors\(^2\). Here we use the classical OR logic-based decision fusion rule for its simplicity and superior performance over other schemes in temporal opportunity detection [33].

Specifically, in this phase a common receiver collects and fuses the binary decisions from each cognitive sensor and decides on the presence of a temporal access opportunity based on the following decision rule:

\[
T^T = \sum_{i=1}^{N} B_i \mathcal{H}_1 \geq 1, \quad (7)
\]

where \(B_i\) is the non-cooperative binary decision of cognitive sensor \(i\).

As shown in Fig. 3, for a given temporal false alarm probability, the temporal detection probability can be maintained at a very high level by using OR rule. On the other hand, the main drawback of the global cooperation is the severe spatial false alarm phenomena. As also shown in Fig. 3, which will be processed in the following phase.

**Phase 2-LOCAL COOPERATION FOR SPATIAL OPPORTUNITY DETECTION:** Different from existing studies, this is a vital phase to tackle the spatial false alarms resulted from the global cooperation in Phase 1. In this phase, each cognitive sensor performs a binary hypothesis testing on whether it is located inside \((S_1)\) or outside \((S_2)\) the PER through effectively fusing the non-cooperative binary decisions of its one-hop neighbors.

As shown in Fig. 4, we consider the case that all one-hop neighbors of cognitive sensor \(i\) are uniformly distributed in a disc area, named cognitive cooperative region (CCR), with cognitive sensor \(i\) located at the center and a radius as \(D_c\).

Specifically, denote \(N_i\) as the neighbor set of cognitive sensor \(i\) and \(|N_i| = \frac{\pi r^2 D_c^2}{4}\) as the total number of neighbors of cognitive sensor \(i\). The decision rule at cognitive sensor \(i\)

\(^2\)To further consider the issue of energy-efficiency in spectrum sensing, proper sensor selection and/or censoring schemes as those proposed in [35] and [36] could be integrated in this phase, which is not the focus of this paper.
is given as:

$$T_i^S = \sum_{k \in N_i} B_k \frac{S_i}{S_0}, \quad \forall i = 1, \ldots, N, \quad (8)$$

where $\beta$ is the spatial detection threshold. It is noted that the decision rule in (8) is in essence a spatial $\beta$-out-of-$|N_i|$ rule. That is, if the number of its neighbors which make non-cooperative decisions as ‘no opportunity’ (i.e., $B_k = 1, k \in N_i$) is larger than $\beta$, cognitive sensor $i$ will declare itself as located inside the PER; otherwise, cognitive sensor $i$ will declare itself as located outside the PER.

Notably, the spatial detection threshold $\beta$ is a vital parameter to balance the tradeoff between the protection for the primary users and the spatial opportunity utilization of the cognitive sensors. If $\beta$ is much too small, more cognitive sensors located outside the PER ($S_0$) will potentially declare as inside ($S_1$), and if $\beta$ is much too large, more cognitive sensors located inside the PER ($S_1$) will potentially declare as outside ($S_0$). Generally, for any cognitive sensor $i$, the optimal spatial threshold can be obtained through solving the following optimization problems:

**OP1:**

$$\min_\beta \Pr\{T_i^S \geq \beta | S_i = S_0\}$$

Subject to $\Pr\{T_i^S \leq \beta | S_i = S_1\} \leq \bar{P}_{md}^S$ \quad (9)

or

**OP2:**

$$\min_\beta \left\{ \Pr(S_i = S_0) \cdot \Pr\{T_i^S \geq \beta | S_i = S_0\} + \Pr(S_i = S_1) \cdot \Pr\{T_i^S \leq \beta | S_i = S_1\} \right\},$$  \quad (10)

where OP1 and OP2 are respectively given according to the classical Neyman-Pearson criterion and Bayesian criterion in distributed detection problems [37]. $\bar{P}_{md}^S$ in (9) is the maximum tolerable probability of spatial miss detection required by the primary users.

Due to the random topology distribution of cognitive sensors, in practice it is intractable to derive a close-form optimal solution to either (9) or (10). In this paper we propose two heuristic but effective spatial detection thresholds as follows

$$\beta_1 = \left[\frac{|N_i|}{\pi} \cdot \frac{A_1(d_i, D_p, D_c)}{\pi D_c^2} \right]_{d_i = D_p}$$

$$\approx \left[\frac{|N_i|}{\pi} \cdot \left(\frac{D_p^2}{D_c^2} \cdot \arccos \left(\frac{1}{2}\right) + \arccos \left(\frac{D_c}{2D_p}\right) \right) \right]_{d_i = D_p}$$

$$\beta_2 = \left[\sum_{k \in N_i^{in}} 1 \cdot \Pr\{B_k = 1 | S_k = S_1\} + \sum_{k \in N_i^{out}} 1 \cdot \Pr\{B_k = 1 | S_k = S_0\}\right]_{d_i = D_p}$$

$$\approx \left[\frac{|N_i|}{\pi} \cdot \Pr\{B_i = 1 | S_i = S_1\}\right]_{d_i = D_p}$$  \quad (11)

where $A_1(d_i, D_p, D_c)$ denotes the common area of PER and CCR (See Appendix B for general results on $A_1(d_i, D_p, D_c)$).

$N_i^{in}$ and $N_i^{out}$ respectively denote the sets of cognitive sensor $i$’s neighbors that are located inside and outside the PER.

For any cognitive sensor $i$ in the CSN, the design principles of the spatial thresholds $\beta_1$ and $\beta_2$ are summarized as follows:

- As shown in (3), the task of spatial opportunity detection in essence is to determine the relative relationship between $d_i$ and $D_p$, which means that the design of any proper spatial threshold should directly relate to $D_p$. Therefore, in designing both $\beta_1$ and $\beta_2$, we focus the study on the cognitive sensor located just at the edge of PER (i.e., $d_i = D_p$).

- As shown in Fig. 4, the common area $A_1(d_i, D_p, D_c)$ of PER and CCR corresponds to the neighbors of cognitive sensor $i$ that are located inside the PER. In the case of uniform sensor distribution, $\beta_1$ represents the number of cognitive sensor $i$’s neighbors that are located inside the PER. Intuitively, if cognitive sensor $i$ itself is located inside the PER, more than $\beta_1$ neighbors in the CCR will be located inside the PER, and vice versa.

- The spatial threshold $\beta_2$ is proposed to further integrate the impact of imperfect non-cooperative decisions. That is, a neighbor located inside the PER may declare $B_k = 0, k \in N_i^{in}$; and a neighbor located outside the PER may declare $B_k = 1, k \in N_i^{out}$. The first term on the right side of Eq. (12) represents the average number of neighbors that are located inside the PER and correctly make local their decisions as ‘inside the PER’ and the second term represents the average number of the neighbors that are located outside the PER and falsely make local decisions as ‘inside the PER’. In practice, due to the lack of the relative location information of the primary transmitter and its neighbors, cognitive sensor $i$ cannot obtain the non-cooperative detection performance of its neighbors, i.e., $\Pr\{B_k = 1 | S_k = S_1\}$, for $k \in N_i^{in}$ or $\Pr\{B_k = 1 | S_k = S_0\}$, for $k \in N_i^{out}$. Consequently, an approximation is made by only using the local detection probability of the cognitive sensor $i$ located at the edge of the PER to obtain $\beta_2$. The effectiveness of this approximation will be demonstrated in the following section.

**Phase 3: Joint Decision for spatio-temporal Opportunity:** In this phase, a final decision on the availability of the spatio-temporal opportunity is obtained as follows:

$$\begin{cases} 
T_i^T < 1 \quad \text{or} \quad T_i^S < \beta, & \text{then } \delta^{ST}(d_i) = \mathcal{O}_0 \\
T_i^T > 1 \quad \text{and} \quad T_i^S > \beta, & \text{then } \delta^{ST}(d_i) = \mathcal{O}_1.
\end{cases}$$  \quad (13)

V. Numerical Results and Discussions

In this section, we present numerical simulations to demonstrate the effectiveness of the proposed TP-STS. The transmission power of the PT is assumed to be 25 mW. The bandwidth $B$ is 200 KHz and the sensing duration $T_s$ is 1 ms. The receiver noise power spectral density is -174 dBm/Hz and the receiver noise figure is 11 dB. The path-loss exponent is 4, the shadow fading dB-spread is 5.5 dB, and the average multipath Rayleigh fading gain is 1. At the edge of the PER, the average received signal power is -114 dBm, which amounts
obtained by averaging the results of 100 random channel realizations. To make a fair comparison, the temporal false alarm probabilities for all schemes are set as 0.1.

Fig. 5 and Fig. 6 presents the comparison of NCS scheme, CS scheme and the proposed TP-STS scheme, in terms of the spatio-temporal detection performance. It is shown in both Fig. 5 and Fig. 6 that: (i) The spatio-temporal false alarm probability of the proposed TP-STS scheme declines to almost zero when \( d_i/D_p < 1 \) and \( d_i/D_p > 2 \), which greatly decreases the amount of access opportunity loss and improves the spectrum utilization for cognitive sensors. The reason behind is that in TP-STS scheme, most of the potential false alarms resulted from the global cooperation phase can be corrected in the sequential local cooperation phase, here we call this performance gain as multi-phase diversity gain. (ii) The spatio-temporal detection probability of the proposed TP-STS scheme, using either \( \beta_1 \) or \( \beta_2 \), is worse than CS scheme but significantly better than NCS scheme. Specifically, using \( \beta_1 \) provides a higher detection probability and thus more protection for the primary users, while using \( \beta_2 \) results in a smaller spatio-temporal false alarm probability and thus higher spectrum utilization for cognitive sensors.

By comparing the results in Fig. 5 and Fig. 6, it is observed that the range of CCR, i.e., \( D_c \), has an important impact on the detection performance of the proposed TP-STS. Apparently, when the distance between the cognitive sensor \( i \) and the PT satisfies \( d_i/D_p \in [1, 1.5] \), the spatio-temporal false alarm probabilities of the proposed TP-STS scheme in Fig. 6 with
$D_c = D_p/2$ are smaller than those in Fig. 5 with $D_c = D_p/4$.

VI. RELATED WORK

The subject of opportunity-heterogeneity among different cognitive sensors has been studied in the existing body of research on dynamic spectrum access strategies in terms of overlay and underlay [9]. In overlay strategy, cognitive sensors can only exploit the temporal opportunity in the absence of the primary transmission. However, in underlay strategy, cognitive sensors can always access the licensed spectrum subject to an interference temperature constraint from the primary use. Mixed access strategy of overlay and underlay has also been recently studied to exploit temporal and spatial opportunities jointly [21].

The problem of cooperative sensing among opportunity-heterogeneous cognitive sensors has been first formulated in [22] and an extension to wideband sensing has been presented in [23]. Differently, in this paper we investigate the issue of spectrum sensing in opportunity-heterogeneous CSNs from a perspective of joint exploration of spatio-temporal opportunities, which remains a significant challenge due to the requirement of integrating the spatial and temporal information with spectrum sensing.

The topic of designing proper performance metrics to evaluate the effectiveness of spectrum sensing algorithms has also received growing attention. As mentioned in Section I, traditionally, a probability of detection (i.e., the probability of correctly determining that the primary transmission is present) as a function of a probability of false alarm (i.e., the probability of incorrectly determining that the primary transmission is present) is used for temporal sensing [9]. In [24], the issue of spatial false alarm problem involved in the pure temporal performance metrics is highlighted to characterize the access opportunity loss in spatial domain. In [25], the authors introduce space-time detection metrics to characterize the tradeoff between the safety to primary users and the spectrum utilization of a single cognitive sensor, which may be located either inside or outside a primary exclusive region (PER) (see Fig.1). The safety is measured in terms of the harmful interference caused by a cognitive sensor located at the worst-case location, i.e., the edge of the PER. The spectrum utilization is measured by a weighted (with respect to all possible locations of the cognitive sensor) probability of spectrum holes recovered by the cognitive sensor. Differently, the unique features of the presented metrics in this paper are two-folds. The first is that the presented metrics can characterize the spatio-temporal detection performance of cognitive sensors under a more general location assumption. The second is that the presented metrics can effectively evaluate both NCS algorithms and CS algorithms, while the metrics in [25] are not yet easily to be extended to multi-sensor CS algorithms. Moreover importantly, the presented metrics can be used to guide the design of efficient sensing algorithms for opportunity-heterogeneous CSNs, which are not considered in [25].

VII. CONCLUSIONS

The spectrum access opportunities for cognitive sensors exist not only in time domain but also in space domain. In this paper we introduced a novel opportunity-heterogeneous cognitive sensor network (CSN) model and redefined the problem of spectrum sensing in opportunity-heterogeneous CSNs from a joint spatio-temporal two-dimensional detection perspective. We showed the limitations and original drawbacks of pure temporal-domain detection performance metrics, which motivated us to derive novel spatio-temporal detection performance metrics and to further propose an efficient three-phase spatio-temporal sensing (TP-STS) algorithm to tackle the problem of spectrum sensing in opportunity-heterogeneous CSNs by exploiting the multi-phase diversity gain. Numerical results were also provided to demonstrate the effectiveness of the proposed algorithm.

APPENDIX A

CALCULATION OF COMMON AREA OF PER AND CCR

As shown in Fig. 5, $D_p$ and $D_c$ respectively denote the radius of PER and CCR, $d_i$ denotes the distance between the primary transmitter and cognitive sensor $i$, the intersecting area of PER and CCR can be calculated as follows:

Case I: for $0 \leq d_i \leq |D_p - D_c|$, 
$$A_I(d_i, D_p, D_c) = \pi \min \{D_p^2, D_c^2\}.$$  

Case II: for $|D_p - D_c| < d_i < D_p + D_c$, 
$$A_I(d_i, D_p, D_c) = D_p^2 \arccos \left( \frac{D_c^2 + d_i^2 - D_p^2}{2D_p d_i} \right) + D_c^2 \arccos \left( \frac{D_p^2 + d_i^2 - D_c^2}{2D_c d_i} \right) - d_i \sqrt{D_c^2 - \left( \frac{D_p^2 + d_i^2 - D_c^2}{2d_i} \right)^2}.$$  

Case III: for $d_i \geq D_p + D_c$, $A_I(d_i, D_p, D_c) = 0$.
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