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1 Introduction

Sensor networks are made viable by the tremendous advances and convergence of micro-electro-mechanical systems (MEMS), wireless communication technologies and digital electronics. Sensor networks are composed of a large number of tiny devices or sensors [6, 12, 14]. Each sensor contains an integrated sensor, a processor, a radio and an energy battery. Wireless sensor networks can be really useful in many civil and military areas for collecting, processing and monitoring environmental data [1, 15].

Sensor nodes are power constrained as each node operates with a limited energy budget. Moreover, since battery recharge is not always an available option, the lifetime of the entire network is a critical issue. Classical approaches such as low power hardware design provide individual solutions but remain insufficient for the energy constrained sensor systems. The energy consumption optimization of a sensor network is a really complex challenge. It involves a cut in the energy consumption of single sensor nodes but also requires global solutions in order to maximize the lifetime of the entire sensor network. The network lifetime can be increased through the introduction of energy aware mechanisms into each stage of a wireless sensor design, dissemination and operation.

There has been an increased awareness of energy efficient protocol need for battery-powered devices in recent years [9, 21, 23]. Though the optimization of the sensor network lifetime must take place at each stage, we focus mainly on the sensing and communication levels. Indeed, data transmission and reception using a wireless medium appears to be a highly energy consuming process. More precisely, our work is focused on a specific communication pattern called broadcast, where data is distributed from a source node to all other network nodes. Broadcast is a common and frequent process during a sensor network lifetime. It is useful for auto organization, parameter/data dissemination, or control regulation [3, 11, 19]. Conventional energy aware protocols manage the energy consumption by adjusting the transmission power of sensor nodes. Nodes are assumed to adapt their transmission power to the minimum required to sustain communication. Several protocols have been proposed to adapt and manage the transmission ranges in sensor networks. All papers use and reference a simple energy model [18, 16, 13]. In this model, the amount of energy required to transmit data is proportional to the number of emitted bits and depends on both the communication range and the distance power gradient (see section 2). Note that regarding this model, reception of a message is not a low cost operation and can not be neglected in comparison to the transmission cost. Indeed, the amount of energy needed for a reception is in the same order of magnitude as the one needed for transmission and is also proportional to the number of received bits. In consequence, energy aware protocols should not only try to reduce communication ranges [2, 4, 5, 7, 8, 21, 22, 23] but should also minimize the number of transmission and reception operations for each message. In this research report, we look at the determination of minimum-cost (i.e., minimum energy consumption) broadcast and sensing schemes. Our main contribution is to take into account both the transmission and reception costs and to derive analytical bounds to the minimum energy broadcast and minimum energy sensing problems.
The remaining of this report is structured as follow. In section 2, we present a model for communication and energy consumption in sensor networks. As opposed to the main previous works, we emphasis on the fact that the reception of a message is not a low cost operation. In section 3, 4 and 6, we derive upper and lower bounds for the minimum energy broadcast and sensing problems. We show some efficient covers and compute their energy consumption in 5. We also show in 4 that any given region can be covered with an asymptotically optimal cover. Finally, section 7 summarizes our work and points out several future research directions.

2 A discrete model

The connectivity of a wireless network clearly depends on the transmission power of all hosts. We assume that each node is able to choose and tune its own power level, not to exceed some maximum value $\psi_{\text{max}}$. It is generally and reasonably assumed in all previous works on the power assignment problem [7, 8, 21, 23] and stated in books on principles of wireless communication [13, 16] that the power $e(u)$ required by a host $u$ to correctly send data to another host $v$ satisfies the relation:

$$\frac{e(u)}{d(u,v)^\alpha} > \gamma$$

where $d(u,v)$ is the distance between $u$ an $v$, $\alpha \geq 1$ is the distance-power gradient, $\gamma \geq 1$ is the transmission-quality parameter. Note that in an "ideal" environment, $\alpha$ is generally equal to 2 but typically takes value between 2 and 4, depending on the characteristics of the communication medium. Without loss of generality, we will assume throughout all the paper that the threshold $\gamma$ (which depends on factors such as signal parameters, noise level...) is equal to 1.

<table>
<thead>
<tr>
<th>Radio mode</th>
<th>Power consumption (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmit</td>
<td>14.88</td>
</tr>
<tr>
<td>Receive</td>
<td>12.50</td>
</tr>
<tr>
<td>Idle</td>
<td>12.36</td>
</tr>
<tr>
<td>Off</td>
<td>0.016</td>
</tr>
</tbody>
</table>

Table 1: Radio power characterization (taken in [17]).

We assume the use of omnidirectional antennas. Thus, due to the intrinsic broadcast nature of the wireless medium, all nodes that fall within the communication range of a given transmitting node $u$ are able to receive its transmission. This broadcast property of the wireless medium is called Wireless Multicast Advantage by [23]. It is clear that traditional models considering a "link based" approach are not relevant for wireless networks since links are not isolated anymore. Thus, when a node transmits, all its neighbors receive the signal. A general model will be $1 - p_{\text{art}}$ half duplex in reception (a host can only receive
or transmit one message at a time) and $\Delta − ports$ half duplex in emission (when sending, a host automatically sends its message towards all its neighbors) [10].

Keeping this transmission model in mind, we will model a wireless network using a directed graph $G = (V, E)$. Each node $u \in V$ is assigned a transmission power $\psi_u \leq \psi_{\max}$. Each directed edge $e = (u, v) \in E$ is assigned a transmission cost $w_{u,v} \in R^+$ equal to the minimum power needed to sustain the link $(u, v)$. We note $\Gamma(u) = \{ v \in V | w_{u,v} \leq \psi_{\max} \}$ the neighbors of node $u$ (i.e., all nodes that fall into the maximum transmission range of node $u$). We note $C(u) = \{ v \in V | w_{u,v} = \psi_u \}$ the covered of node $u$ (i.e., all nodes that fall into the transmission range $\psi_u$ of node $u$) and all nodes of $C(u)$ are said to be covered by node $u$. By definition, if node $u$ is transmitting at maximal power $\psi_{\max}$, all nodes of $\Gamma(u)$ are going to be covered by $u$.

As stated in the introduction, several papers [13, 18, 16] points out the fact that receiving data via a wireless interface consumes a non negligible amount of energy. More precisely, this amount of energy consumed in reception is in the same order of magnitude as the amount of energy needed to send data (See Table 1). Thus, it appears really important to take into account both the transmitting cost and the receiving cost in a communication. In this report, one of the main goal is to study minimum energy broadcast trees. Given a root node $r$, the challenge is to find a set of relay nodes and a power assignment such that all nodes $v \in V$ are covered and such that the amount of consumed energy is minimum. A power assignment is a function $r$:

$$r : V \rightarrow [0, \psi_{\max}]$$

$$v \in V \mapsto \psi_v.$$

If we note $\lambda$ the amount of energy consume in reception by one node, the total amount of energy consumed by the power assignment is:

$$\sum_{u \in V} \psi_u + \sum_{u \in V} \lambda |C(u)|$$

### 3 Mathematical definitions

In order to derive lower and upper bounds on the energy needed to cover a given area of the plane, we are first going to consider that we have a continuous density of sensors as in [1]. This mean that sensors are informally dispatched in the plane. model model is inspired from the works made in [20]. We also need to introduce some notations and definitions. In this whole report, if $P$ is a point of $R^2$ and $r \in R^+$, we call $D(P, r)$ the closed disk of center $P$ and radius $r$. We also call $A$ a subset of the real plane $R^2$.

**Definition 1** A cover of $A$, (also noted $A$ cover), is a set of disks $\mathcal{R} = \{D(P_i, r_i), P_i \in A, r_i \in R^+, i \in I\}$, indexed by a countable set $I$, such that:
1. The union of the disks of $\mathcal{R}$ contains $A$.

2. Any compact of the plane only meets a finite number of disks of $\mathcal{R}$.

The points $P_i$ are called the emitters of $\mathcal{R}$.

For the rest of this section, we fix a $A$ cover: $\mathcal{R} = \{D(P_i, r_i), i \in I\}$. If $P_i, P_j$ are two emitters of $\mathcal{R}$, we say that $P_i$ can transmit to $P_j$ if there is a sequence $i = i_0, i_1, \ldots, i_r = j$ of elements in $I$ verifying, for all $k = 0, \ldots, r - 1$: $P_{i_{k+1}} \in D(P_{i_k}, r_{i_k})$.

**Definition 2** We say that a cover $\mathcal{R}$ is:

- centralized if there is at least one emitter that can transmit to all emitters.
- connex if all emitters can transmit to all emitters.

### 3.1 Constants and cost calculus

Now, we fix three positive non-null constants, $\tau_e, \lambda$ and $\rho$, which are given by the model:

- $\tau_e$ is the *relative emission cost*, in mW/m$^2$.
- $\lambda$ is the reception cost consumed by a node (in mW/individual).
- $\rho$ is the number of nodes per square meter in the region $A$.

We deduce the two following constants:

- $\tau_r = \lambda, \rho$ is the *relative reception cost*, in mW/m$^2$.
- $\tau = \tau_e + \tau_r$ is the *relative complete cost* of the model, in mW/m$^2$.

Now, let $P_i$ be an emitter of $\mathcal{R}$; we can compute the following different costs considering $P_i$:

- Emitting cost of $P_i = \tau_e \pi r_i^2$
- Reception cost induced by $P_i = \tau_r \pi r_i^2$
- Complete cost of $P_i = \tau \pi r_i^2$

Finally, for the entire cover $\mathcal{R}$, we fix the originate of the plane $O$ and define:

**Definition 3** The *absolute cost of a cover $\mathcal{R}$* is:

$$\sum_{i \in I} \text{complete cost of emitter } P_i$$

The *relative cost of a cover $\mathcal{R}$* is:

$$\limsup_{t \to +\infty} \frac{\sum_{i \in I, P_i \in D(O,t)} \text{complete cost of emitter } P_i}{\text{Area}(A \cap D(O,t))}$$

INRIA
**Remark:** The limit does not necessarily exist (it is easy to create covers such that there is no limit). This is why we have to consider the limit sup. In this report, and for problems addressed, covers we will consider have a relative regularity (see the examples in section 5) and they will admit a limit.

The absolute cost can be infinite if the region $A$ to cover is not bounded and if the emitters radius do not decrease fast enough. The relative cost can be infinite if, for example, the emitters radius (or the number of emitters) increase in a cubic manner as $t$ tends to infinity.

**Remark:** In this article, we suppose that the repartition of individuals is homogeneous. If it is not the case, we have to replace the constant $\rho$ by an integrable function $\rho : A \rightarrow \mathbb{R}^+$. The reception cost of an emitter $P_i$ becomes $\int_{D(P_i,r_i)} \lambda \rho(x,y) dxdy$. Finally, the relative reception cost is replaced by a relative reception cost function $\tau_r = \lambda \rho$.

## 4 Main results

The aim of this mathematical study is the following:

**Finding a centralized A cover with the smallest relative cost.**

In the following, only the complete relative cost constant $\tau$ will be used. We fix a closed subset $A$ of $\mathbb{R}^2$.

**Theorem 1**

1. The relative cost of any $A$ cover is superior or equal to $\tau$.
2. For all $\varepsilon > 0$, there is a connex $A$ cover whose relative cost is between $\tau$ and $\tau + \varepsilon$.
3. There is a connex cover of the plane whose relative cost is equal to $\tau$.

We will prove this theorem in section 6. In the following section, we first present some examples of centralized, connex or basic plane covers.

## 5 Cover examples

All presented examples are periodical or semi-periodical covers such as defined below:

### 5.1 Periodical covers

**Definition 4** A cover $\mathcal{R}$ indexed by $I$ is said to be periodical if there is a finite set $J \subset I$ and two vectors $u, v$ of $\mathbb{R}^2$ such that:

$$\mathcal{R} = \cup_{(m,n) \in \mathbb{Z}^2} \{D(P_j + mu + nv, r_j), j \in J\}$$

We say that $\mathcal{R}$ is the cover of period $\{D(P_j, r_j), j \in J\}$ generated by $u$ and $v$. 
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Note that we do not assume that two disks $D_i, D_j$ indexed by different indexes are distinct. If this is the case, the cost of the two emitters is counted twice.

To compute the relative cost of a periodical cover, we can consider a compact $B \subset \mathbb{R}^2$ such that $\mathbb{R}^2 = \bigcup_{(m,n) \in \mathbb{Z}^2} (B + mu + nv)$ and such that the interiors of $B$ and $B + mu + nv$ are disjoint for all $(m,n) \in \mathbb{Z}^2$. (For example, we can choose $B$ to be the parallelogram of vertices $(0,u,v,u+v)$). Then, we have:

**Proposition 1** The relative cost of $\mathcal{R}$ is:

$$\frac{\sum_{j \in J} \pi r_j^2}{\text{Area}(B)}$$

**Proof**: Let $b$ be the area of $B$. As $t$ tends to infinity, the number of $B$ translations contained in $\{D(O,t)\}$ is equal to $\frac{\pi t^2}{b} + O(t)$ (because $B$ exactly tiles $D(O,t)$ except for a stripe, at the disk edge, which area is $O(t)$). Since for all translated of $B$, there is exactly one copy of the cover period, the number of center of each period disks contained in $\{D(O,t)\}$ is also equal to: $\frac{\pi t^2}{b} + O(t)$. As a consequence, the relative cost is:

$$\text{Relative cost} = \lim_{t \to \infty} \frac{(\frac{\pi t^2}{b} + O(t))(\sum_{j \in J} \pi r_j^2)}{\pi t^2} = \frac{\sum_{j \in J} \pi r_j^2}{\text{Area}(B)}$$

\[\square\]

### 5.2 Semi-periodical covers

**Definition 5** Consider a periodical cover $\mathcal{R}$ of period $\{D_1, \ldots, D_k\}$ generated by $u$ and $v$. Consider a partition of $\mathbb{Z}^2$ in $r$ disjoint subsets: $\mathbb{Z}^2 = Z_1 \cup \cdots \cup Z_r$.

We can obtain a new cover by shifting each disk $D_i + mu + nv$ in a regular manner according to the membership of $(m,n)$ to one of the $Z_i$. Precisely, if we have $kr$ vectors $w_{j,i}$, we give: $\forall j \in J, (m,n) \in Z_i$, if $j \in J_i$ then $D'_{j,m,n} = D_j + mu + nv + w_{j,i}$. We also define $\mathcal{R}' = \{D'_{j,m,n}, j,m,n \in J \times \mathbb{Z}^2\}$. If $\mathcal{R}'$ is a plane cover, we say that it is semi-periodical of period $J$, generated by $u$ and $v$, and modified according to the partition $Z_1, \ldots, Z_r$ and the shifting vectors $w_{j,i}$.

**Proposition 2** The relative cost of a semi-periodical cover is identical to the relative cost of any periodical cover the semi-periodical cover is derived from.

**Proof**: Translations do not change anything while passing to the limit \[\square\]
5.3 Square covers

The covers that we call here “square covers” are semi-periodical covers generated by the canonical vectors $e_1 = (1, 0)$ and $e_2 = (0, 1)$. We give four examples in order to illustrate previous definitions.

5.3.1 Simple square cover

It is the periodical cover $\{D(O, \sqrt{2})\}$, generated by the canonical vectors $e_1 = (1, 0)$ and $e_2 = (0, 1)$, and depicted in figure 1. It is not centralized. To compute its cost with formula (1), we consider the square $B$ of vertices $\{(\pm 1, \pm 1)\}$ and compute:

$$\text{cost}(\mathcal{R}_1) = \frac{\pi (\sqrt{2})^2}{2} \tau = \frac{\pi}{2} \tau \simeq 1.571 \tau.$$ 

![Simple square cover](image)

Figure 1: Simple square cover ($\text{cost} \simeq 1.571 \tau$).

5.3.2 Connex square cover

We increase the radius of the precedent cover such that all disks contain the nearest emitters. We get cover $\mathcal{R}_2$, of period $\{D(O, 2)\}$, generated by the canonical vectors $e_1 = (1, 0)$ and $e_2 = (0, 1)$, and depicted in figure 2. To compute its cost, we consider the same square $B$ as for $\mathcal{R}_1$:

$$\text{cost}(\mathcal{R}_2) = \frac{4\pi^4}{4} \tau = \pi \tau \simeq 3.142 \tau.$$ 

5.3.3 Centralized square cover I

The first cover of this type is the semi-periodical cover presented in figure 3. It is still generated by vectors $e_1$ and $e_2$, and the period we consider is: $\{D_1 = D(O, \sqrt{2}), D_2 =$
\[ D(O, 2 - \sqrt{2}) \]. The partition of \( \mathbb{Z}^2 \) is \( Z_1 \cup Z_2 \cup Z_3 \cup Z_4 \) with

\[
(m, n) \in \begin{cases} Z_1 & \text{if } n > 0 \\ Z_2 & \text{if } n < 0 \\ Z_3 & \text{if } n = 0 \text{ and } m \geq 0 \\ Z_4 & \text{if } n = 0 \text{ and } m < 0 \end{cases}
\]

In each of these zones, the big disk \( D_1 \) does not move, while the small disk \( D_2 \) is shifted on the bottom, on the top, on the left or on the right in order to allow the emitter in the middle of a square to transmit to the emitter in the middle of the following square. We do not present here the shifting vectors which can be easily computed.

The result is a centralized non-connex cover \( R_3 \) which cost is computed using formula (1):

\[
\text{cost}(R_3) = \frac{\pi \sqrt{2} + \pi (2 - \sqrt{2})^2}{4} \tau = (2 - \sqrt{2}) \pi \tau \\
\simeq 1.84 \tau.
\]

5.3.4 Centralized square cover II

In the previous cover, transmission between the square centers is provided by the presence of small circles of radius \( 2 - \sqrt{2} \). By using twice more small circles and dividing their radius by 2, we can ensure transmission at a lower cost. We get cover \( R_4 \) given in figure 4.

It is a semi-periodical cover that is derived from the periodical cover generated by the canonical vectors and the following period: \( \{D_1 = D(O, \sqrt{2}), D_2 = D(O, \frac{2 - \sqrt{2}}{2}), D_3 = D(O, \frac{3 - \sqrt{2}}{2})\} \). Its cost is:

\[
\text{cost}(R_4) = \frac{\pi \sqrt{2}}{4} + 2 \pi \left(\frac{-\sqrt{2}}{2}\right)^2 \tau = \frac{7 - 2 \sqrt{2}}{8} \pi \tau \\
\simeq 1.638 \tau.
\]
5.4 Hexagonal covers

Hexagonal covers are semi-periodical covers generated by vectors \( u = \left( \frac{3}{2}, \frac{\sqrt{3}}{2} \right) \) and \( v = (0, \sqrt{3}) \).

Let us call \( B \) the hexagon of center \((0, 0)\) which six vertices are \((1, 0), (-1, 0), (\pm \frac{1}{2}, \pm \frac{\sqrt{3}}{2})\). The area of \( B \) is \( \frac{3\sqrt{3}}{2} \) and the translations of \( B \) by \( Z u + Z v \) tile the plane.

5.4.1 Simple hexagonal cover

It is cover \( R_5 \) of period \( \{D(O, 1)\} \) generated by the group \( Z u + Z v \) where \( u \) and \( v \) are defined as above. It is depicted in figure 5.

Based on formula (1), its cost is:

\[
\text{cost}(R_5) = \frac{\pi 1^2}{3\sqrt{3} \tau} = \frac{2\pi}{3\sqrt{3} \tau} \approx 1,210 \tau.
\]
Figure 4: Centralized square cover II (cost $\simeq 1,638\tau$)

Figure 5: Simple hexagonal cover (cost $\simeq 1,210\tau$)
5.4.2 Connex hexagonal cover

To construct a connex cover, we could, as for the connex square cover, increase the radius of the previous cover. We would have to consider a radius of $\sqrt{3}$ instead of 1, and the cost of the cover would be $\frac{2}{\sqrt{3}} \pi \tau \simeq 3.628 \pi \tau$.

Instead, we can choose to keep the same radius but to move the circle to the hexagon vertices.

We get the periodical cover $\mathcal{R}_6$ depicted in figure 6. Its period is $\{D((1,0),1), D((\frac{1}{2}, \frac{\sqrt{3}}{2}),1)\}$, it is generated by $u$ and $v$, and its cost is twice the one of cover $\mathcal{R}_5$, i.e.:

$$\text{cost}(\mathcal{R}_6) = \frac{4\pi}{3\sqrt{3}} \tau \simeq 2.418 \tau.$$

![Figure 6: Connex hexagonal cover (cost \(\simeq 2.418 \tau\)]

5.4.3 Centralized hexagonal cover

It is cover $\mathcal{R}_7$ given in figure 7. It is semi-periodical and derived from the periodical cover generated by vectors $u, v$ and the following period: $\{D_1 = D(O,1), D_2 = D(O, \frac{\sqrt{3}-1}{2}), D_3 = D(O, \frac{\sqrt{3}-1}{2})\}$.

Its cost is:

$$\text{cost}(\mathcal{R}_7) = \frac{\pi 1^2 + 2\pi (\frac{\sqrt{3}-1}{2})^2}{\frac{2}{3\sqrt{3}}\pi \tau} = \frac{6 - 2\sqrt{3}}{3\sqrt{3}} \pi \tau$$

$$\simeq 1.533 \pi \tau.$$
6 Theorem’s proof

Examples presented above show that, starting from a non-centralized cover, we can construct a centralized one by adding “small circles” to connect emitters between each other. This is
the process that was used to derive covers \( \mathcal{R}_3 \) and \( \mathcal{R}_4 \) from cover \( \mathcal{R}_1 \), or to construct cover \( \mathcal{R}_7 \) from cover \( \mathcal{R}_5 \). Moreover, reducing the small circles radius and increasing their number reduce the cover cost as shown in the transition from cover \( \mathcal{R}_3 \) to cover \( \mathcal{R}_4 \). This main idea leads the theorem’s proof.

**Definition 6** Let \( \mathcal{R} \) be a cover (non centralized) of a region \( A \). We call link for a cover \( \mathcal{R} \) any set of disks \( \mathcal{L} \) such that \( \mathcal{R} \cup \mathcal{L} \) is a centralized cover of \( A \).

**Lemma 3** Let \( \mathcal{R} \) be a cover of \( A \), with a relative cost \( \gamma \), and \( \varepsilon \) a non-null positive real. There is a link \( \mathcal{L} \) for \( \mathcal{R} \) such that: cost \( (\mathcal{R} \cup \mathcal{L}) < \gamma + \varepsilon \).

**Proof:** First consider two emitters \( P \) and \( Q \) at distance \( d \) of each other. We can suppose that \( P = (0, 0) \) and \( Q = (d, 0) \). Let \( n \geq 2 \) be an integer. We can connect \( P \) and \( Q \) using \( n \) circles of radius \( \frac{d}{n-1} \) centered in

\[
(0, 0), \left(\frac{d}{n-1}, 0\right), \ldots, \left(\frac{kd}{n-1}, 0\right), \ldots, (d, 0).
\]

The additional cost (absolute) of these circles is \( n \pi \left(\frac{d}{n-1}\right)^2 \tau \). When \( n \) tends to infinity, the additional cost becomes as small as desired.
Now consider the disk \( D_n \) of radius \( n \) centered at the origin. The number of emitters of \( \mathcal{R} \) contained in \( D_1 \) is finite. In consequence, the method explained above allows us to connect all these emitters using a set of disks \( \mathcal{L}_1 \) which a total added cost inferior to \( \frac{\text{Area}(D_1 \cap A)}{2} \).

Similarly, we can connect all emitters of \( \mathcal{R} \cup \mathcal{L}_1 \) contained in \( D_2 \) by a set of disks \( \mathcal{L}_2 \) with a total cost inferior to \( \frac{\text{Area}(D_2 \cap A)}{2} \).

This way, we build a succession of sets \( \mathcal{L}_n \) such that, for all \( n \), emitters of \( \mathcal{R} \cup \mathcal{L}_1 \cup \cdots \cup \mathcal{L}_n \) contained in \( D_n \) are connected, and such that the cost of \( \mathcal{L}_n \) is inferior to \( \frac{\text{Area}(D_n \cap A)}{2} \).

Then, we set \( \mathcal{L} = \mathcal{L}_1 \cup \mathcal{L}_2 \cup \cdots \cup \mathcal{L}_n \). The relative cost of \( \mathcal{L} \) is equal to:

\[
\text{cost}(\mathcal{R} \cup \mathcal{L}) \leq \text{cost}(\mathcal{R}) + \text{cost}(\mathcal{L}) = \text{cost}(\mathcal{R}) + \limsup_{n \to +\infty} \frac{\sum_{i=1}^{n} \text{cost}(\mathcal{L}_i)}{\text{Area}(D_n \cap A)} \\
\leq \gamma + \limsup_{n \to +\infty} \frac{\sum_{i=1}^{n} \frac{\text{Area}(D_i \cap A)}{2}}{\text{Area}(D_n \cap A)} \\
\leq \gamma + \limsup_{n \to +\infty} \varepsilon \left( \sum_{i=1}^{n} \frac{1}{2^i} \right) = \gamma + \varepsilon. 
\]

By construction, the cover \( \mathcal{R} \cup \mathcal{L} \) is connex. \( \square \)

### 6.1 Theorem when \( A \) is a square

The first point of the theorem is obvious since the whole region \( A \) is covered by disks of \( \mathcal{R} \). For the second point, we first suppose that \( A \) is the square \([-1, 1] \times [-1, 1]\). We give two lemmas:

**Lemma 4** There is a sequence of disks \( D_n \) contained in \( A \), which interiors are pairwise disjoint and such that \( \lim_{n \to +\infty} \text{Area}(D_n) = \text{Area}(A) \).

**Proof:** Let us fix \( D_1 = D(O, 1) \), the unique disk tangent to the four sides of \( A \). In every corner of \( A \), there is an uncovered region bounded by three arcs: two sides of the square (which are circles of infinite radius), and the boundary of \( D_1 \). These three circles are tangent to each others, and we take \( D_2 \) to be the Soddy disk associated to these three circles (i.e. the unique disk tangent to these three circles). This partly fill the corner, but creates three new (smaller) uncovered regions still in the corner, each of them being limited by three tangent circles. We can repeat the process, partly filling each new region by a Soddy circle (in the four corners). It is known that the union of all the Soddy circles has the same area as the square and –by construction– their interiors are pairwise disjoint. \( \square \)

**Lemma 5** Let \( B \subset \mathbb{R}^2 \) be a compact. For each \( \eta > 0 \) there is a cover \( \mathcal{R}(\eta) \) of \( B \) such that

\[
\text{Cost}(\mathcal{R}(\eta)) \leq \alpha \pi \text{Area}(B) + \varepsilon(\eta)
\]

where \( \alpha = \frac{2\pi}{3\sqrt{3}} \) is the density of the simple hexagonal cover and \( \lim_{\eta \to 0} \varepsilon(\eta) = 0. \)
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PROOF: Let \( \mathcal{R}'(\eta) = \{ D_l, l \in L \} \) be the hexagonal cover of \( \mathbb{R}^2 \) by disks of diameter \( \eta \). The relative cost of \( \mathcal{R}'(\eta) \) is \( \alpha \tau \). We fix now:

\[
\mathcal{R}(\eta) = \{ D_l, l \in L, D(l) \cap B \neq \emptyset \}.
\]

The set \( \mathcal{R}(\eta) \) is a cover of \( B \) contained in the set

\[
B(\eta) = \{ x \in \mathbb{R}^2, \text{distance}(x, B) \leq \eta \},
\]

and, then, its cost is less than \( \alpha \tau \text{Area}(B(\eta)) \). Since \( \text{Area}(B(\eta)) \) tends to \( \text{Area}(B) \) as \( \eta \) tends to zero, this concludes the proof of the lemma. \( \square \)

We come now to the proof of the theorem, an \( \varepsilon \) being fixed. Consider the sequence of disks \( D_n \) as in lemma 4 and note \( a_n = 4 - \text{Area}(D_1 \cup \cdots \cup D_n) \) (the area of the uncovered region of \( A \)). Take \( n \in \mathbb{N} \) such that \( a_n \leq \frac{\varepsilon}{2\tau} \).

Fix \( B = A - \bigcup_{i=1}^{n} D_i \) and choose a cover \( \mathcal{R}(\eta) \) of \( B \) as in lemma 5 above such that \( \text{Cost}(\mathcal{R}(\eta)) \leq \alpha \tau \text{Area}(B) + \varepsilon \).

Fix the cover \( \mathcal{P} = \mathcal{R}(\eta) \cup (\bigcup_{i=1}^{n} D_i) \). We have:

\[
\text{Cost}(\mathcal{P}) = \text{Cost}(\mathcal{R}) + \text{Cost}(\bigcup_{i=1}^{n} D_i) \\
\leq \alpha \tau \text{Area}(B) + \varepsilon + \tau \text{Area}(\bigcup_{i=1}^{n} D_i) \\
= \alpha \tau a_n + \varepsilon + \tau (4 - a_n) \\
\leq 4\varepsilon + 4\tau.
\]

It follows that the relative cost of \( \mathcal{P} \) is less than \( \tau + \varepsilon \), which concludes the proof. \( \square \)

6.2 Theorem’s sketch of proof for the remaining points

6.2.1 If the region \( A \) is not a square

Fix a (small) \( \eta > 0 \) and consider a plane tiling by squares of diagonal length \( \eta \). Let \( S \) be the set of such squares \( B \) satisfying \( B \cap A \neq \emptyset \).

Recall each square of \( S \) by a cover of cost less than \( \tau + \varepsilon/2 \) and whose disks are of diameter less than \( \eta \) (we did this in the preceding section).

The union of all such square covers of \( S \) is a cover \( \mathcal{P} \) of \( A \), contained in \( A(2\eta) = \{ x \in \mathbb{R}^2, \text{dist}(x, A) < 2\eta \} \).

If \( A \) is a compact, \( A(2\eta) \) also is, and the total cost of \( \mathcal{P} \) is less than \( (\tau + \varepsilon/2) \text{Area}(A(2\eta)) \).

Since \( \lim_{\eta \to 0} \text{Area}(A(2\eta)) = \text{Area}(A) \) We can take \( \eta \) such that

\[
\text{Area}(A(2\eta)) \leq \text{Area}(A) \left( 1 + \frac{\varepsilon}{2(\tau + \varepsilon/2)} \right).
\]

With this choice, \( \text{Cost}(\mathcal{P}) \leq \text{Area}(A)(\tau + \varepsilon) \), as wished.

If \( A \) is not compact, the same idea still works, when considering the limit.
6.2.2 A plane cover with a cost equal to $\tau$

This is the last point of the Theorem.

We first consider a connex cover $\mathcal{P}_n$ of the crown $D(O, n) - D(O, n - 1)$ with a cost equal to $(1 + \varepsilon/2^n)\tau$. Then, we connect one disk of $\mathcal{P}_{n-1}$ to one disk of $\mathcal{P}_n$ by a little link $\mathcal{L}_n$ of cost inferior to $(1/(2n + 1))\tau$. The plane cover, reunion of all $\mathcal{P}_n$ and $\mathcal{L}_n$ is connex and its cost is inferior to:

$$\lim_{n \to +\infty} \frac{\sum_{i=1}^{n}(\text{Area}(D_n) - \text{Area}(D_{n-1}))(1 + \frac{1}{(2i+1)\tau})}{\text{Area}(D_n)}$$

$$= \lim_{n \to +\infty} \tau + \frac{\sum_{i=1}^{n} \pi(2i + 1)/(2i + 1)}{\pi n^2}$$

$$= \tau + \lim_{n \to +\infty} \frac{n}{n^2}$$

$$= \tau.$$

7 Conclusion

In this report, we have provided novel contributions and addressed several issues concerning the design of energy efficient broadcast and sensing algorithms for sensor networks. We have proposed a novel approach since it is the first time that both the transmission and the reception costs are taken into account in the evaluation of the energy consumption of a broadcasting task. We also gave a new analytical model for sensor networks where the use of a continuous distribution of nodes allows the derivation of upper and lower bounds on region covering. Based on this theory, we are able to prove that the derived lower bound is asymptotically optimal. This model also allowed us to propose energy efficient sensing and broadcast strategies and to develop a simple energy efficient broadcast algorithm.

For the future, possible extensions of this work are open to investigation. In order to closely follow the reality of sensor networks, we are currently investigating the integration of discrete levels of energy in our mathematical model. These levels would replace the continuous range of possible transmitting powers we are currently using. Once again, the challenge is to adapt our continuous theory to a pseudo discrete case.
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