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Abstract—This paper proposes a new algebraic system, Test Algebra (TA), for identifying faults in combinatorial testing for SaaS (Software-as-a-Service) applications. SaaS as a part of cloud computing is a new software delivery model, and mission-critical applications are composed, deployed, and executed in cloud platforms. Testing SaaS applications is a challenging task because they need to be tested when they are composed before they can be deployed for execution. Combinatorial testing algorithms can be used to identify faulty configurations and interactions from 2-way all the way to $k$-way where $k$ is the number of components in the application. The TA defines rules to identify faulty configurations and interactions. Using the rules defined in the $TA$, a collection of configurations can be tested concurrently in different servers and in any order and the results obtained will be still same due to the algebraic constraints.

Index Terms—Combinatorial testing, algebra, SaaS

I. INTRODUCTION

Software-as-a-Service (SaaS) is a new software delivery model. SaaS often supports three features: customization, multi-tenancy architecture (MTA), and scalability. MTA means using one code base to develop multiple tenant applications, and each tenant application essentially is a customization of the base code [12]. A SaaS system often also supports scalability as it can supply additional computing resources when the workload is heavy. Tenants’ applications are often customized by using components stored in the SaaS database [14], [1], [11] including GUI, workflow, service, and data components.

Once tenant applications are composed, they need to be tested, but a SaaS system can have millions of components, and hundreds of thousands of tenant applications. Testing tenant applications becomes a challenge as new tenant applications and components are added into the SaaS system continuously. New tenant applications are added on a daily basis while other tenant applications are running on the SaaS platform. As new tenant applications are composed, new components are added into the SaaS system. Each tenant application represents a customer for the SaaS system, and thus it needs to be tested.

Combinatorial testing is a popular testing technique to test an application with different configurations. It often assumes that each component within a configuration has been tested already, but interactions among components in the configuration may cause failures. Traditional combinatorial testing techniques often focus on test case generation to detect the presence of faults, but fault location is an active research area. Each configuration needs to be tested, as each configuration represents a tenant application. Traditional combinatorial testing such as AETG [2] can reveal the existence of faults by using few test cases to support $t$-way coverage for $t \geq 2$. But knowing the existence of a fault does not indicate which $t$-way interactions are faulty. When the problem size is small, an engineer can identify faults. However, when the problem is large, it can be a challenge to identify faults.

As the IT industries moves to Big Data and cloud computing where hundreds of thousand processors are available, potentially, a large number of processors with distributed databases can be used to perform large-scale combinatorial testing. Furthermore, they also provide concurrent and asynchronous computing mechanisms such as MapReduce, automated redundancy and recovery management, automated resource provisioning, and automated migration for scalability. These capabilities provide significant computing power that was not available before. One simple way of performing combinatorial testing in a cloud environment is:

1) Partition the testing tasks;
2) Allocate these testing tasks to different processors in the cloud platform for test execution;
3) Collect results done by these processors.

However, this is not efficient as while the number of computing and storage resources have increased significantly, the number of combinations to be considered is still too high. For example, a large SaaS system may have millions of components, and testing all of these combinations can still consume all the resources in a cloud platform. Two ways to improve this approach and both are based on learning from the previous test results:

- Devise a mechanism to merge test results from different processors so that testing results can be merged quickly, and detect any inconsistency in testing;
- Based on the existing testing results, eliminate any con-
configurations or interactions from future testing.

Due to the asynchronous and autonomous nature of cloud computing, test results may arrive asynchronously and autonomously, and this necessitates a new testing framework. This paper proposes a new algebraic system, Test Algebra (TA), to facilitate concurrent combinatorial testing. The key feature of TA is that the algebraic rules follow the combinatorial structure, and thus can track the test results obtained. The TA can then be used to determine whether a tenant application is faulty, and which interactions need to be tested. The TA is an algebraic system in which elements and operations are formally defined. Each element represents a unique component in the SaaS system, and a set of components represents a tenant application. Assuming each component has been tested by developers, testing a tenant application is equivalent to ensuring that there is no t-way interaction faults for t ≥ 2 among the elements in a set.

The TA uses the principle that if a t-way interaction is faulty, every (t + 1)-way interaction that contains the t-way interaction as a subset is necessarily faulty. The TA provides guidance for the testing process based on test results so far. Each new test result may indicate if additional tests are needed to test a specific configuration. The TA is an algebraic system, primarily intended to track the test results without knowing how these results were obtained. Specifically, it does not record the execution sequence of previously executed test cases. Because of this, it is possible to allocate different configurations to different processors for execution in parallel or in any order, and the test results are merged following the TA rules. The execution order and the merge order do not affect the merged results if the merging follows the TA operation rules.

This paper is structured as follows: Section II discusses the related work; Section III proposes TA and shows its details; and Section IV concludes this paper. Appendix provides proofs of TA associativity properties.

II. RELATED WORK

SaaS testing is a new research topic [14], [4], [10]. Using policies and metadata, test cases can be generated to test SaaS applications. Testing can be embedded in the cloud platform where tenant applications are run [14]. Gao proposed a framework for testing cloud applications [4], and proposed a scalability measure for testing cloud application scalability. Another scalability measure was proposed by [10].

Testing all combinations of inputs and preconditions is not feasible, even with a simple product [6], [8]. The number of defects in a software product can be large, and defects occurring infrequently are difficult to find [15]. Combinatorial test design is used to identify a small number of tests needed to get the coverage of important combinations. Combinatorial test design methods enable one to build structure variation into test cases for having greater test coverage with fewer test cases.

Determing the presence of faults caused by a small number of interacting elements has been extensively studied in component-based software testing. When interactions are to be examined, testing involves a combination-based strategy [5]. When every interaction among t or fewer elements is to be tested, methods have been developed that provide pairwise or t-way coverage. Among the early methods, AETG [2] popularized greedy one-test-at-a-time methods for constructing test suites. In the literature, the test suite is usually called a covering array, defined as follows. Suppose that there are k configurable elements, numbered from 1 to k. Suppose that for element c, there are v c valid options. A t-way interaction is a selection of t of the k configurable elements, and a valid option for each. A test selects a valid option for every element, and it covers a t-way interaction if, when one restricts the attention to the t selected elements, each has the same option in the interaction as it does in the test.

A covering array of strength t is a collection of tests so that every t-way interaction is covered by at least one of the tests. Covering arrays reveal faults that arise from improper interaction of t or fewer elements [9]. There are numerous computational and mathematical approaches for construction of covering arrays with a number of tests as small as possible [3], [7].

If a t-way interaction causes a fault, then executing all tests of a covering array will reveal the presence of at least one faulty interaction. SaaS testing is interested in identifying those interactions that are faulty including their numbers and locations, as faulty configurations cannot be used in tenant applications. Furthermore, the number and location of faults keep on changing as new components can be added into the SaaS database continuously. By then executing each test, certain interactions are known not to be faulty, while others appear only in tests that reveal faults, and hence may be faulty. At this point, a classification tree analysis builds decision trees for characterizing possible sets of faults. This classification analysis is then used either to permit a system developer to focus on a small collection of possible faults, or to design additional tests to further restrict the set of possible faults. In [16], empirical results demonstrate the effectiveness of this strategy at limiting the possible faulty interactions to a manageable number. Assuming that interactions of more than t elements do not produce faults, a covering array can use few tests to certify that no fault arises from a t-way interaction.

The Adaptive Reasoning algorithm (AR) is a strategy to detect faults in SaaS [13]. The algorithm uses earlier test results to generate new test cases to detect faults in tenant applications. It uses three principles:

- **Principle 1**: When a tenant application (or configuration) fails the testing, there is at least one fault (but there may be more) in the tenant configuration.
- **Principle 2**: When a tenant application passes the testing, there is no fault in the tenant configuration resulting from a t-way interactions among components in the configuration.
- **Principle 3**: Whenever a configuration contains one or more faulty interactions, it is faulty.
III. TEST ALGEBRA

Let \( C \) be a finite set of components. A configuration is a subset \( T \subseteq C \). One is concerned with determining the operational status of configurations. To do this, one can execute certain tests; every test is a configuration, but there may be restrictions on which configurations can be used as tests. If a certain test can be executed, its execution results in an outcome of passed (operational) or failed (faulty).

When a test execution yields result, all configurations that are subsets of the test are operational. However, when a test execution results in a faulty result, one only knows that at least one subset causes the fault, but it is unclear which of these subsets caused the failure. Among a set of configurations that may be responsible for faults, the objective is to determine, which cause faults and which do not. To do this, one must identify the set of candidates to be faulty. Because faults are expected to arise from an interaction among relatively few components, one considers \( t \)-way interactions. The \( t \)-way interactions are \( \mathcal{I}_t = \{ U \subseteq C : |U| = t \} \). Hence the goal is to select tests, so that from the execution results of these tests, one can ascertain the status of all \( t \)-way interactions for some fixed small value of \( t \).

Because interactions and configurations are represented as subsets, one can use set-theoretic operations such as union, and their associated algebraic properties such as commutativity, associativity, and self-absorption. The structure of subsets and supersets also plays a key role.

To permit this classification, one can use a valuation function \( V \), so that for every subset \( S \) of components, \( V(S) \) indicates the current knowledge about the operational status consistent with the components in \( S \). The focus is on determining \( V(S) \) whenever \( S \) is an interaction in \( \mathcal{I}_3 \cup \cdots \cup \mathcal{I}_t \). These interactions can have one of five states.

- **Infeasible** (\( \times \)): For certain interactions, it may happen that no feasible test is permitted to contain this interaction. For example, it may be infeasible to select two GUI components in one configuration such that one says the wall is GREEN but the other says RED.
- **Faulty** (\( F \)): If the interaction has been found to be faulty.
- **Operational** (\( O \)): Among the rest, if an interaction has appeared in a test whose execution gave an operational result, the interaction cannot be faulty.
- **Irrelevant** (\( I \)): For some feasible interactions, it may be the case that certain interactions are not expected to arise, so while it is possible to run a test containing the interaction, there is no requirement to do so.
- **Unknown** (\( U \)): If neither of these occurs then the status of the interaction is required but not currently known.

Any given stage of testing, an interaction has one of five possible status indicators. These five status indicators are ordered by \( X \succ F \succ O \succ I \succ U \) under a relation \( \succ \), and it has a natural interpretation to be explained in a moment.

A. Learning from Previous Test Results

The motivation for developing an algebra is to automate the deduction of the status of an interaction from the status of tests and other interactions, particularly in combining the status of two interactions. Specifically, one is often interested in determining \( V(T_1 \cup T_2) \) from \( V(T_1) \) and \( V(T_2) \). To do this, a binary operation \( \otimes \) on \( \{ X, F, O, I, U \} \) can be defined, with operation table as follows:

<table>
<thead>
<tr>
<th>( \otimes )</th>
<th>X</th>
<th>F</th>
<th>O</th>
<th>I</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>O</td>
<td>F</td>
<td>U</td>
<td>N</td>
<td>U</td>
<td>U</td>
</tr>
<tr>
<td>I</td>
<td>F</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>U</td>
</tr>
<tr>
<td>U</td>
<td>F</td>
<td>U</td>
<td>N</td>
<td>N</td>
<td>U</td>
</tr>
</tbody>
</table>

Using this definition, one can verify that the binary operation \( \otimes \) has the following properties of commutativity and associativity.

\[
V(T_1) \otimes (V(T_2) \otimes V(T_3)) = (V(T_1) \otimes V(T_2)) \otimes V(T_3).
\]

Using this operation, one observes that \( V(T_1 \cup T_2) \geq V(T_1) \otimes V(T_2) \). It follows that

1) Every superset of an infeasible interaction is infeasible.
2) Every superset of a failed interaction is failed or infeasible.
3) Every superset of an irrelevant interaction is irrelevant, failed, passed, or infeasible.

A set \( S \) is an \( X \)-implicant if \( V(S) = X \) but whenever \( S' \subset S, V(S') \prec X \). The \( X \)-implicants provide a compact representation for all interactions that are infeasible. Indeed for any interaction \( T \) that contains an \( X \)-implicant, \( V(T) = X \). Furthermore, a set \( S \) is an \( F \)-implicant if \( V(S) = F \) but whenever \( S' \subset S, V(S') \prec F \). For any interaction \( T \) that contains an \( F \)-implicant, \( V(T) \geq F \). In the same way, a set \( S \) is an \( N \)-implicant if \( V(S) = N \) but whenever \( S' \subset S, V(S') = U \). For any interaction \( T \) that contains an \( N \)-implicant, \( V(T) \geq N \). An analogous statement holds for passed interactions, but here the implication is for subsets. A set \( S \) is an \( F \)-implicant if \( V(S) = F \) but whenever \( S' \subset S, V(S') \subset F \). For any interaction \( T \) that contains an \( F \)-implicant, \( V(T) = P \).

Implicants are defined with respect to the current knowledge about the status of interactions. When a \( t \)-way interaction is known to be infeasible, failed, or irrelevant, it must contain an \( X-, F-, \) or \( N \)-implicant. By repeatedly proceeding from \( t \)-way to \( (t+1) \)-way interactions, one avoids the need for any tests for \( (t+1) \)-way interactions that contain any infeasible, failed, or irrelevant \( t \)-way interaction. Hence testing typically proceeds by determining the status of the \( 1 \)-way interactions, then proceeding to \( 2 \)-way, \( 3 \)-way, and so on. The operation \( \otimes \) is useful in determining the implied status of \( (t+1) \)-way interactions from the computed results for \( t \)-way interactions, by examining unions of the \( t \)-way and smaller interactions and determining implications of the rule that \( V(T_1 \cup T_2) \geq V(T_1) \otimes V(T_2) \). Moreover, when adding further interactions to consider, all interactions previously tested that passed are contained in a \( F \)-implicant, and every \( (t+1) \) interaction contained in one of these interactions can be assigned status \( P \).
For example, $V(a, b) = P$, $V(a, c) = X$, and other 2-way interactions exist as atomic interaction in TA. Based on the defined $\otimes$ operation, values of t-way interactions can be deduced from the atomic interactions and their contained interactions, such as $V(a, b, e) \geq V(a, b) \otimes V(a, e) = X$, i.e. $V(a, b, e) = X$.

The 3-way interaction $(a, b, c)$ can have inferred results from 2-way interactions $(a, b)$, $(a, c)$, $(b, c)$. If any contained 2-way interaction has value F, the determining value of 3-way is F, without further testing needed. But if all values of contained 2-way interactions are P, $(a, b, c)$ the interaction needs to be tested. In this case, U needs to be changed to non-U such as F or P, assuming the 3-way is not X or N.

B. Changing Test Result Status

When testing a configuration with $n$ components, one should test individual components, 2-way interactions, 3-way interactions, all the way to $n$-way interactions. Since any combination of interactions is relevant in this case, the status of any interaction can be either X, F, P, or U. The status of a configuration is determined by the status of all interactions.

1) If an interaction has status X (F), the configuration has status X (F).
2) If all interactions have status P, the configuration has status P.
3) If some interactions still have status U, further tests are needed.

It is important to determine when an interaction with status U can be deduced to have status F or P instead. It can never obtain status X or N once having had status U.

To change $U$ to P: An interaction is assigned status P if and only if it is a subset of a test that leads to proper operation.

To change $U$ to F: Consider the candidate $T$, one can conclude that $V(T) = F$ if there is a test containing $T$ that yields a failed result, but for every other candidate interaction $T'$ that appears in this test, $V(T') = P$. In other words, the only possible explanation for the failure is the failure of $T$.

C. Matrix Representation

Suppose that each individual component passed the testing. Then the operation table starts from 2-way interactions, then enlarges to t-way interactions step by step. During the procedure, many test results can be deduced from the existing results following TA rules. For example, all possible configurations of $(a, b, c, d, e, f)$ can be expressed in the form of matrix, or operation table. First, we show the operation table for 2-way interactions. The entries in the operation table are symmetric and those on the main diagonal are not necessary. So only half of the entries are shown.

As shown in Figure 1, 3-way interactions can be composed by using 2-way interactions and components. Thus, following the TA implication rules, the 3-way interactions operation table is composed based on the results of 2-way combinations. Here, $(a, b, c, d, e, f)$ has more 3-way interactions than 2-way interactions. As seen in Figure 1, a 3-way interaction can be obtained through different combinations of 2-way interactions and components. For example, \{a, b, c\} = \{a\} \cup \{b, c\} = \{b\} \cup \{a, c\} = \{c\} \cup \{a, b\} = \{a, b\} \cup \{b, c\} = \{a, c\} \cup \{b, e\}.

D. Merging Concurrent Testing Results

One way to achieve efficient testing is to allocate (overlapping or non-overlapping) tenant applications into different clusters, and each cluster is sent to a different set of servers for execution. Once each cluster completes its execution, the test results can be merged. The testing results of a specific interaction $T$ in different servers should satisfy the following constraints.

- If $V(T) = U$ in one cluster, then in other clusters, the same $V(T)$ can be either F, P, N, or U.
- If $V(T) = N$ in one cluster, then in other clusters, the same $V(T)$ can be either F, P, N, or U.
- If $V(T) = P$ in one cluster, then the same $V(T)$ can be either F, P, N, or U in all clusters.
- If $V(T) = F$ in one cluster, then in other clusters, the same $V(T)$ can be F, N, or U.
- If $V(T) = X$ in one cluster, then in other clusters, the same $V(T)$ can be X only.

If these constraints are satisfied, then the testing results can be merged. Otherwise, there must be an error in the testing results. To represent this situation, a new status indicator, error (E), is introduced and $E \succ X$. We define a binary operation $\oplus$ on \{E, X, F, P, N, U\}, with operation table as follows:

$$\begin{array}{cccccc}
\oplus & a & b & c & d & e \\
\hline
a & P & F & N & X & U \\
b & F & P & X & N & F \\
c & F & P & P & P & P \\
d & F & X & F & P & P \\
e & U & U & U & U & U \\
f & U & U & U & U & U \\
\end{array}$$

$\oplus$ also has the properties of commutativity and associativity. See Appendix for proof of associativity.

Using this operation, merging two testing results from two different servers can be defined as $V_{\text{merged}}(T) = V_{\text{cluster1}}(T) \oplus V_{\text{cluster2}}(T)$. The merge can be performed in any order due to the commutativity and associativity of $\oplus$, and if the constraints of merge are satisfied and $V(T) = X$, F, or P, the results cannot be changed by any further testing or merging of test results unless there are some errors in testing. If $V(T) = E$, the testing
environment must be corrected and tests executed again after fixing the error(s) in testing. For example, $V_{\text{cluster1}}(a, c, e) = X$ and $V_{\text{cluster2}}(a, c, e) = F$, so $V_{\text{merged}}(a, c, e) = X \oplus F = E$. It means that there is something wrong with the tests of interaction $(a, c, e)$, and the problem must be fixed before doing further testing.

Following the $\oplus$ associative rule, one can derive the following.

$$V_1(T) \oplus V_2(T) \oplus V_3(T)$$
$$= (V_1(T) \oplus V_2(T)) \oplus V_3(T)$$
$$= V_1(T) \oplus (V_2(T) \oplus V_3(T))$$
$$= V_1(T) \oplus V_2(T) \oplus V_3(T)$$
$$= ((V_1(T) \oplus V_2(T))) \oplus (V_3(T) \oplus V_3(T))$$
$$= (V_2(T) \oplus V_3(T)) \oplus (V_3(T) \oplus V_3(T))$$

Thus the $\oplus$ rule allows one to partition the configurations into different sets for different servers to run testing, and these sets do not need to be non-overlapping. In conventional cloud computing operations such as MapReduce, data should not overlap, otherwise incorrect data may be produced. For example, counting the items in a set can be performed by MapReduce, but data allocated to different servers cannot overlap, otherwise items may be counted more than once. In TA, this is not a concern due to the nature of the TA operations $\oplus$. Once the results are available from each server, the testing results can be merged either incrementally, in parallel, or in any order. Furthermore, test results can be merged repeatedly without changing the final results.

Using this approach, one can test say 10 batches of 100 tenant applications each, for a total of 1,000 tenant applications. Once this is done, another batch of 1,000 tenant applications can be tested with each 100 tenant application allocated to a server for execution. In this way, after running 100 batches, 100,000 tenant applications can be evaluated completely.

The following example illustrates the testing process of fifteen configurations. According to the definition of configuration testing, all feasible interactions should be tested. For simplicity, assume that only interaction $(c, d, f)$ is faulty, and only interaction $(c, d, e)$ is infeasible, and all other interactions pass the testing. If one assigns configurations 1, 3, 5, 7, 9, 11, 13, 15 into $\text{Server}_1$, configurations 2, 4, 6, 8, 10, 12, 14 into $\text{Server}_2$, and 4-11 configurations into $\text{Server}_3$.

If $\text{Server}_1$ and $\text{Server}_3$ do their own testing first, $\text{Server}_2$ can reuse test results of interactions from them to eliminate interactions that need to be tested. For example, when testing 2-way interactions of configuration $(b, c, d, f)$ in $\text{Server}_2$, it can reuse the test results of $(b, c)$, $(b, d)$ of configuration $(b, c, d, e)$ from $\text{Server}_3$, $(b, f)$ of configuration $(a, b, c, f)$.

---

<table>
<thead>
<tr>
<th>$\cup$</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>...</th>
<th>f</th>
<th>$(a, b)$</th>
<th>$(a, c)$</th>
<th>$(b, c)$</th>
<th>...</th>
<th>$(e, f)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>(a)</td>
<td>(a, b)</td>
<td>(a, c)</td>
<td>...</td>
<td>(a, f)</td>
<td>(a, b)</td>
<td>(a, c)</td>
<td>(b, c)</td>
<td>...</td>
<td>(a, e, f)</td>
</tr>
<tr>
<td>b</td>
<td>(b)</td>
<td>(b, c)</td>
<td>...</td>
<td>(b, f)</td>
<td>(a, b)</td>
<td>(a, c)</td>
<td>(b, c)</td>
<td>...</td>
<td>(b, e, f)</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>(c)</td>
<td>(a, c)</td>
<td>...</td>
<td>(a, f)</td>
<td>(a, b, c)</td>
<td>(a, c)</td>
<td>(b, c)</td>
<td>...</td>
<td>(c, e, f)</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>f</td>
<td>(f)</td>
<td>(a, b, f)</td>
<td>(a, c, f)</td>
<td>...</td>
<td>(b, c, f)</td>
<td>(a, b, f)</td>
<td>(a, c, f)</td>
<td>...</td>
<td>(c, e, f)</td>
<td></td>
</tr>
</tbody>
</table>

$x$ $y$ $z$ $w$

$(a, b)$ $(a, c)$ $(b, c)$ $(e, f)$

<table>
<thead>
<tr>
<th>$\otimes$</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>...</th>
<th>f</th>
<th>$(a, b)$</th>
<th>$(a, c)$</th>
<th>$(b, c)$</th>
<th>...</th>
<th>$(e, f)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>P</td>
<td>F</td>
<td>U</td>
<td>...</td>
<td>U</td>
<td>U</td>
<td>F</td>
<td>...</td>
<td>U</td>
<td>...</td>
</tr>
<tr>
<td>b</td>
<td>P</td>
<td>...</td>
<td>F</td>
<td>U</td>
<td>F</td>
<td>...</td>
<td>U</td>
<td>...</td>
<td>U</td>
<td>...</td>
</tr>
<tr>
<td>c</td>
<td>...</td>
<td>P</td>
<td>U</td>
<td>F</td>
<td>...</td>
<td>U</td>
<td>...</td>
<td>U</td>
<td>...</td>
<td>U</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>f</td>
<td>U</td>
<td>F</td>
<td>...</td>
<td>U</td>
<td>...</td>
<td>U</td>
<td>...</td>
<td>U</td>
<td>...</td>
<td>U</td>
</tr>
</tbody>
</table>

$(a, b)$ $(a, c)$ $(b, c)$ $(e, f)$

**Fig. 1.** 3-way interaction operation table
from $Server_1$. They are all passed, and it can reuse the test results of $(b, c, d)$ from $Server_1$, $(b, c, f)$ of configuration $(a, b, c, f)$ from $Server_1$, $(b, d, f)$ of configuration $(a, b, d, f)$ from $Server_1$, and $(c, d, f)$ of configuration $(a, c, d, f)$ from $Server_3$. Because $(c, d, f)$ is faulty, it can deduce that 4-way interaction $(b, c, d, f)$ is also faulty. For the sets of configuration that are overlapping, their returned test results from different servers are the same. The merged results of these results also stay the same.

Not only interactions, sets of configurations, $CS_1$, $CS_2$, $CS_3$, ..., $CS_K$ can be allocated to different processors (or clusters) for testing, and the test results can then be merged. The sets can be non-overlapping or overlapping, and the merge process can be arbitrary. For example, say the result of $CS_i$ is $RCS_i$, the merge process can be $(\cdots (((RCS_1 + RCS_2) + RCS_3) + RCS_4) + \cdots + RCS_K))$, or $(\cdots (((RCS_K + RCS_{K-1}) + RCS_{K-2}) + \cdots + RCS_1))$, or any other sequence that includes all $RCS_i$, for $i = 1$ to $K$. This is true because $RCS$ is simply a set of $V(T_j)$ for any interaction $T_j$ in the configuration $CS_i$.

### E. Modified Testing Process

Perform 2-way interaction testing first. Before going on to 3-way interaction testing, use the results of 2-way testing to eliminate cases. The testing process stops when finishing testing all $t$-way interactions. The analysis of $t$-way interactions is based on the PTrs of all $(t-i)$-way interactions for $1 \leq i < t$. The superset of infeasible, irrelevant, and faulty test cases do not need to be tested. The test results of the superset can be obtained by TA operations and must be infeasible, irrelevant, or faulty. But the superset of test cases with unknown indicator must be tested. In this way, a large repeating testing workload can be reduced.

For $n$ components, all $t$-way interactions for $t \geq 2$ are composed by 2-way, 3-way, ..., $t$-way interactions. In $n$ components combinatorial testing, the number of 2-way interactions is equal to $\binom{n}{2}$. In general, the number of $t$-way interactions is equal to $\binom{n}{t}$. More interactions are treated when $\binom{n}{2} > \binom{n}{t}$, which happens when $t \leq \frac{n}{2}$. The total number of interactions examined is $\sum_{i=2}^{t} \binom{n}{i}$.

### IV. Conclusion

This paper proposes TA to address SaaS combinatorial testing. The TA provides a foundation for concurrent combinatorial testing. The TA has two operations and test results can have five states with a priority. By using the TA operations, many combinatorial tests can be eliminated as the TA identifies those interactions that need not be tested. Also the TA defines operation rules to merge test results done by different processors, so that combinatorial tests can be done in a concurrent manner. The TA rules ensure that either merged results are consistent or a testing error has been detected so that retest is needed. In this way, large-scale combinatorial testing can be carried out in a cloud platform with a large number of processors to perform test execution in parallel to identify faulty interactions.
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The associativity of binary operation $\otimes$.

$V(T_1) \otimes (V(T_2) \otimes V(T_3)) = (V(T_1) \otimes V(T_2)) \otimes V(T_3)$.

**Proof:** We will prove this property in the following cases.

(1) At least one of $V(T_1)$, $V(T_2)$, and $V(T_3)$ is X. Without loss of generality, suppose that $V(T_1) = X$, then according to the operation table of $\otimes$, $V(T_1) \otimes (V(T_2) \otimes V(T_3)) = X \otimes (V(T_2) \otimes V(T_3)) = X$. Thus, in this case, $V(T_1) \otimes (V(T_2) \otimes V(T_3)) = (V(T_1) \otimes V(T_2)) \otimes V(T_3)$.

(2) $V(T_1)$, $V(T_2)$, and $V(T_3)$ are not X and at least one of $V(T_1)$, $V(T_2)$, and $V(T_3)$ is F. Without loss of generality, suppose that $V(T_1) = F$, then according to the operation table of $\otimes$, the value of $V(T_2) \otimes V(T_3)$ can only be F, N or U. So $V(T_1) \otimes (V(T_2) \otimes V(T_3)) = F \otimes (V(T_2) \otimes V(T_3)) = F$, $V(T_1) \otimes (V(T_2) \otimes V(T_3)) = (F \otimes V(T_2)) \otimes V(T_3) = F \otimes V(T_3) = F$. Thus, in this case, $V(T_1) \otimes (V(T_2) \otimes V(T_3)) = (V(T_1) \otimes V(T_2)) \otimes V(T_3)$.

(3) $V(T_1)$, $V(T_2)$, and $V(T_3)$ are not X or F and at least one of $V(T_1)$, $V(T_2)$, and $V(T_3)$ is N. Without loss of generality, suppose that $V(T_1) = N$, then according to the operation table of $\otimes$, the value of $V(T_2) \otimes V(T_3)$ can only be N or U. So $V(T_1) \otimes (V(T_2) \otimes V(T_3)) = N \otimes (V(T_2) \otimes V(T_3)) = N$, $V(T_1) \otimes (V(T_2) \otimes V(T_3)) = (N \otimes V(T_2)) \otimes V(T_3) = N \otimes V(T_3) = N$. Thus, in this case, $V(T_1) \otimes (V(T_2) \otimes V(T_3)) = (V(T_1) \otimes V(T_2)) \otimes V(T_3)$.

(4) $V(T_1)$, $V(T_2)$, and $V(T_3)$ are not X, F or N. In this case, $V(T_1)$, $V(T_2)$, and $V(T_3)$ can only be P or U. According to the operation table of $\otimes$, the value of $V(T_1) \otimes V(T_2)$ and $V(T_2) \otimes V(T_3)$ are U. So $V(T_1) \otimes (V(T_2) \otimes V(T_3)) = V(T_1) \otimes U = U$, $V(T_1) \otimes (V(T_2) \otimes V(T_3)) = U \otimes V(T_3) = U$. Thus, in this case, $V(T_1) \otimes (V(T_2) \otimes V(T_3)) = (V(T_1) \otimes V(T_2)) \otimes V(T_3)$.

The associativity of binary operation $\oplus$.

$V_1(T) \oplus (V_2(T) \oplus V_3(T)) = (V_1(T) \oplus V_2(T)) \oplus V_3(T)$.

**Proof:** We will prove this property in the following cases.

(1) One of $V_1(T)$, $V_2(T)$, and $V_3(T)$ is E. Without loss of generality, suppose that $V_1(T) = E$, then according to the operation table of $\oplus$, $V_1(T) \oplus (V_2(T) \oplus V_3(T)) = E \oplus (V_2(T) \oplus V_3(T)) = E \oplus (E \oplus V_3(T)) = E \oplus V_3(T) = E$. Thus, in this case, $V_1(T) \oplus (V_2(T) \oplus V_3(T)) = (V_1(T) \oplus V_2(T)) \oplus V_3(T)$.

(2) $V_1(T)$, $V_2(T)$, and $V_3(T)$ are not E, and there is a pair of $V_1(T)$, $V_2(T)$, and $V_3(T)$ does not satisfy the constrains. Without loss of generality, suppose that $V_1(T)$ and $V_2(T)$ does not satisfy the constrains, then according to the operation table of $\oplus$, $V_1(T) \oplus V_2(T) = E$. So $(V_1(T) \oplus V_2(T)) \oplus V_3(T) = E \oplus V_3(T) = E$. Since $V_1(T)$ and $V_2(T)$ does not satisfy the constrains, there can be two cases: (a) one of them is X and the other is not, or (b) one of them is P and the other is F.

(a) If $V_1(T) = X$, then $V_2(T) \oplus V_3(T)$ cannot be X because $V_2(T)$ cannot be X. Thus, $V_1(T) \oplus (V_2(T) \oplus V_3(T)) = E$. If $V_2(T) = X$, then $V_2(T) \oplus V_3(T) = X$ can only be E or X. Since $V_1(T)$ cannot be X, $V_1(T) \oplus (V_2(T) \oplus V_3(T)) = E$.

(b) If $V_1(T) = P$ and $V_2(T) = F$, then $V_2(T) \oplus V_3(T)$ can only be E or F. Thus, $V_1(T) \oplus (V_2(T) \oplus V_3(T)) = E$. If $V_1(T) = F$ and $V_2(T) = P$, then $V_2(T) \oplus V_3(T)$ can only be E or F. Thus, $V_1(T) \oplus (V_2(T) \oplus V_3(T)) = E$.

Thus, in this case, $V_1(T) \oplus (V_2(T) \oplus V_3(T)) = (V_1(T) \oplus V_2(T)) \oplus V_3(T)$.

(3) $V_1(T)$, $V_2(T)$, and $V_3(T)$ are not E, and $V_1(T), V_2(T)$, and $V_3(T)$ satisfy the constrains.

(a) One of $V_1(T)$, $V_2(T)$, and $V_3(T)$ is X. Without loss of generality, suppose that $V_1(T) = X$, then $V_2(T) = V_3(T) = X$. So $V_1(T) \oplus (V_2(T) \oplus V_3(T)) = X \oplus (X \oplus X) = X \oplus X = X$ and $(V_1(T) \oplus V_2(T)) \oplus V_3(T) = (X \oplus X) \oplus V_3(T) = X$.

(b) $V_1(T), V_2(T)$, and $V_3(T)$ are not X and one of $V_1(T), V_2(T)$, and $V_3(T)$ is F. Without loss of generality, suppose that $V_1(T) = F$, then $V_2(T)$ and $V_3(T)$ can only be F, N, or U. According to operation table of $\oplus$, $V_2(T) \oplus V_3(T)$ can only be F, N, or U, and $V_1(T) \oplus V_2(T)$ can only be F. So $(V_1(T) \oplus V_2(T)) \oplus V_3(T) = F \oplus (V_2(T) \oplus V_3(T)) = F$. Thus, in this case, $V_1(T) \oplus (V_2(T) \oplus V_3(T)) = (V_1(T) \oplus V_2(T)) \oplus V_3(T)$.

(c) $V_1(T), V_2(T)$, and $V_3(T)$ are not X or F, and one of $V_1(T), V_2(T)$, and $V_3(T)$ is P. Without loss of generality, suppose that $V_1(T) = P$, then $V_2(T)$ and $V_3(T)$ can only be P, N, or U. According to operation table of $\oplus$, $V_2(T) \oplus V_3(T)$ can only be P, N, or U, and $V_1(T) \oplus V_2(T)$ can only be F. So $(V_1(T) \oplus V_2(T)) \oplus V_3(T) = P \oplus (V_2(T) \oplus V_3(T)) = P$. Thus, in this case, $V_1(T) \oplus (V_2(T) \oplus V_3(T)) = (V_1(T) \oplus V_2(T)) \oplus V_3(T)$.

(d) $V_1(T), V_2(T)$, and $V_3(T)$ are not X, F or P, and one of $V_1(T), V_2(T)$, and $V_3(T)$ is U. Without loss of generality, suppose that $V_1(T) = U$, then $V_2(T)$ and $V_3(T)$ can only be N, or U. According to operation table of $\oplus$, $V_2(T) \oplus V_3(T)$ can only be N, or U, and $V_1(T) \oplus V_2(T)$ can only be F. So $(V_1(T) \oplus V_2(T)) \oplus V_3(T) = U \oplus (V_2(T) \oplus V_3(T)) = U$ and $(V_1(T) \oplus V_2(T)) \oplus V_3(T) = U \oplus V_3(T) = U$.

(e) $V_1(T), V_2(T)$, and $V_3(T)$ are N. $V_1(T) \oplus (V_2(T) \oplus V_3(T)) = N \oplus (N \oplus N) = N \oplus N = N$ and $(V_1(T) \oplus V_2(T)) \oplus V_3(T) = (N \oplus N) \oplus N = N \oplus N = N$.

Thus, in this case, $V_1(T) \oplus (V_2(T) \oplus V_3(T)) = (V_1(T) \oplus V_2(T)) \oplus V_3(T)$. 