Finding optimal classifiers for small feature sets in genomics and proteomics
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**ABSTRACT**

The classification of genomic and proteomic data in extremely high dimensional datasets is a well-known problem which requires appropriate classification techniques. Classification methods are usually combined with gene selection techniques to provide optimal classification conditions—i.e. a lower dimensional classification environment. Another reason for reducing the dimensionality of such datasets is their interpretability, as it is much easier to interpret a small set of ranked genes than 20 thousand genes. This paper evaluates the classification performance of Rotation Forest classifier on small subsets of ranked genes for two dataset collections consisting of 47 genomic and proteomic classification problems. Robustness and high classification accuracy is shown to be an important feature of Rotation Forest when applied to small sets of genes.

1. Introduction

There are many new classification methods and variants of existing techniques for classification problems. One of them is Random Forest that was first presented by Breiman and Cutler in [1]. It has proven to be a fast, robust and very accurate technique that can be compared with other leading classifiers (e.g. Support Vector Machines [2] and some of the most efficient ensemble-based classification techniques) [3]. Most of these techniques are also used in genomic and proteomic classification problems where classifiers need to be specialized for high dimensional problems. Another option is to integrate feature pre-selection into the classification process, thereby reducing the initial feature set before classification takes place. Most of the early experiments using microarray gene expression datasets used simple statistical methods of gene ranking to reduce the initial set of attributes. Recently, more advanced feature selection methods from the field of machine learning have been applied to the pre-selection step in genomic and proteomic classification problems. Although a small number of genes is preferred, in line with Wang et al. [4], we try to avoid extremely small subsets of genes, where subsets with only two or three genes are used for classification.

This paper evaluates a widely used feature selection technique to determine the most appropriate number of features that should be retained in the pre-selection step to achieve the best classification performance. It moreover introduces one of the most recent classification techniques called Rotation Forest [5] to extensive genomic and proteomic classification using small sets of genes. Rotation Forest classifiers have been previously used in the classification of genomic and proteomic datasets using either a fixed number of selected features or completely different experimental settings [6,7]. The study also evaluates classifier performance when applied to different numbers of selected features.

Section 2 of this paper describes the ensemble based classification model known as Rotation Forests. The rest of the paper is organized as follows: in Section 3, we review the classification methods under comparison; in Section 4, we present the results of our experiments by comparing the classification accuracy of Rotation Forests with three other classification methods. Section 5 concludes the paper and provides some pointers for future research into Rotation Forests used for genomic and proteomic classification problems.

2. Rotation Forest

Rotation Forest is a novel classification technique that was initially presented by Rodriguez et al. [5] and was applied to several machine learning problems. In order to obtain successful ensembles, the member classifiers should be accurate and diverse. The sampling process in bagging and Random Forest is introduced in order to obtain diverse classifiers, although using a subset of the examples to train the classifiers can degrade the accuracy of
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the member classifiers, especially if the number of samples is small. Hence, a natural question is whether diverse classifiers may be obtained without discarding any information in the dataset.

Most ensemble methods can be used with any classification method, but decision trees are one of the most commonly used. There are ensemble methods designed specifically for decision trees, such as Random and Rotation Forests. The latter is based on the sensitivity of decision trees to axis rotations; the classifiers obtained with different rotations of a dataset can vary greatly. This sensitivity is usually considered a disadvantage, but it can be very beneficial when the trees are used as members of an ensemble. The trees obtained from a rotated dataset can still be accurate, because they use all the information available in the dataset, but at the same time they can be very diverse.

As in bagging and Random Forests, each member of the ensemble is trained with a different dataset. These datasets are obtained from a random transformation of the original training data. In Rotation Forests, the transformation of the dataset consists of the following steps:

- Features are randomly grouped in $k$ groups, where $k$ is a parameter of the method.
- For each group of features:
  - A dataset consisting of all the examples and the features in the group is created.
  - A subset of the classes is randomly selected. All the examples of these classes are removed from the current dataset.
  - A subset of randomly chosen examples is eliminated from the new dataset (by default 25% of samples are removed).
  - Principal component analysis (PCA) is applied to the remaining samples in the dataset.
  - PCA components are considered as a new set of features. None of the components are discarded.
  - All training samples are transformed using new variables selected by PCA for each group.
  - A classifier is built from the transformed training set.
  - A further classifier is built by repeating the first step, in case the final number of classifiers in the ensemble is not reached.

A more formal description of the method is available in [5]. Moreover, the source code of the method is available as part of Weka [8].

This transformation produces a rotation of the axis. The transformed dataset has as many examples as the original dataset, all the information that was in the original dataset remains in the transformed dataset, because none of the components are discarded, and all the training examples are used to train all the ensemble methods.

The number of features in each group (or the number of groups) is a parameter of the method. The optimal value for this parameter depends on the dataset and could be selected with an internal cross validation. Nevertheless, in this work the default value was used, and groups were formed using 3 features. The selection of the optimal value for this parameter would notably increase the time required for training the classifiers and would put Rotation Forests at an advantage with respect to other ensemble methods that do not optimize the value of any parameters.

The elimination of classes and examples from the dataset is performed because PCA is a deterministic method, and it would not be surprising (especially for big ensembles) if some members of the ensemble had the same (or very similar) variable groupings. Hence, an additional source of diversity was needed. This elimination is only done for the dataset on which PCA was performed; all the examples were used for training the classifiers in the ensemble.

3. Feature selection and classification techniques

The main idea of feature selection in genomic and proteomic datasets is to select a subset of variables that can significantly improve the time complexity and accuracy of a classification model. In such datasets, an initial set of features consists of thousands of gene expression values. With such a large amount of features, it is especially interesting to search for dependency between the optimal number of selected features and the accuracy of the classification model. There are two large groups of feature selection techniques in bioinformatics—classical methods based on statistical theory and more advanced machine-learning-based methods. Different metrics such as distance metrics, information measures, correlation and consistency metrics can be used to arrive at the features that will be used to efficiently separate the samples by their class value. This study primarily focuses on classification methods, and a simple, widely used method based on the t-test statistic [9] was used for feature selection in all experiments.

In addition to the t-test based feature selection method, the experiments presented in this paper all used a set of four classification techniques:

- Random Forests
- Rotation Forests
- Support Vector Machines (SVM)
- k-Nearest Neighbours (k-NN)

A machine learning software framework known as Weka, which implements all the above-mentioned methods except the t-test filter developed by the authors, was used for all experiments. All the above-mentioned methods except for Rotation Forest, as explained earlier, are briefly described in the remainder of this section.

3.1. Random Forests

Breiman upgraded the idea of bagging by combining it with the random feature selection for decision trees. Thus, he created Random Forests, where each member of the ensemble is trained on a bootstrap replicate as in bagging. Decision trees are then grown by selecting the feature to split at each node from a randomly selected number of features. The number of chosen features is set at $\log_2(k+1)$ as in [1], where $k$ is the total number of features.

Random Forests is an ensemble building method that works well even with noisy content in the training dataset and is considered to be one of the most competitive methods that is comparable to boosting [10].

3.2. Support Vector Machines (SVM)

SVM are increasingly popular classifiers in many areas, including bioinformatics [2]. The most basic variant of SVM uses linear kernel and seeks to find an optimal hyperplane that separates samples of different classes. When classes can be linearly separated, the hyperplane is located so that there is a maximal distance between the hyperplane and the nearest sample of any class. In cases when samples cannot be linearly separated, there is no optimal separating hyperplane; in such cases, we try to maximize the margin while allowing for some classification errors. A Weka implementation of SMO using the sequential minimal optimization (SMO) training mechanism proposed by Platt [11,12] was used in all the experiments in this study. It offers very quick and reliable learning of the SVM-based decision models.
3.3. k-Nearest Neighbours (k-NN)

Nearest neighbour classifier is a typical case-based classifier, in which all samples are stored for later use in the classification process [13]. It aims to classify samples according to similarities or distances between them. A class value is defined using class values of k nearest samples. Similarity to neighbouring samples is calculated using distances between samples that are usually measured by Euclidean distance.

Another important parameter that has to be set is number of neighbours to be used for calculation of class value. We use Weka’s option in our experiments to select the best k from 1 to 5 using hold-one-out cross-validation. Voting for the final class is weighted according to the distance from the current sample to the k nearest neighbours.

k-NN based classifiers are most useful in cases with continuous attribute values that also include genomic and proteomic datasets. The k-NN classification process is suitable for a lower number of samples (e.g. in gene expression datasets), as computational costs rise significantly with higher numbers of samples.

4. Experimental settings and results

All experiments were completed using a 10-fold cross-validation procedure due to the small number of samples in some datasets. To avoid feature selection bias, as discussed in Ambroise and McLachlan [14], a separate feature selection process was completed for each training set during the 10-fold cross-validation. The feature selection step was done using the t-test statistic to select features with the lowest p-values. Different numbers of features were selected to observe the classification performance in low and high dimensional spaces. The number of selected features was defined as $2^x$ where $x = [2...9]$.

The first collection of 11 proteomic and genomic datasets used in this study is available from the Kent Ridge Biomedical Data Set Repository (KRBDSR) [15] where additional information including references to original work for each of the datasets may be found. Table 1 represents brief description of datasets from the Kent Ridge repository. A second collection of 36 microarray datasets was taken from the Gene Expression Machine Learning Repository (GEMLeR) [16] and contains pair-wise comparisons of 9 different cancer tissue types. The number of samples in the first collection ranges from 47 to 253 samples in the largest dataset, which makes an average of 117 samples per dataset. The second collection comprises datasets that contain larger numbers of samples with an average of 343.3 samples per dataset, including four datasets with over 500 samples. Both collections were analysed separately in most of the experiments for the purposes of comparing the performance of the classification methods on both smaller and larger datasets. Another important fact that separates the two collections of datasets is the biological meaning of the problems. In the GEMLeR datasets, we seek to separate two types of cancer tissues, whereas KRBDSR contains problems that are usually regarded as more complex, where we compare normal samples with disease state samples.

Classification accuracy was measured in terms of percentages of correctly classified samples in all experiments. However, averaging the results over all datasets does not appear to be an appropriate technique to compare the performance of classification, and an alternative and fairer method of comparison was used in its place. With the help of SPSS statistics software suite version 17.0 and Friedman’s non-parametric test, we calculated the average rankings from comparisons between each of the four classification methods. A classification method was assigned with an average ranking of between 1 (worst classification on all datasets) and 4 (best classification on all datasets).

### 4.1. Assessment of classification performance

Fig. 1 shows the average rank scores for the Kent Ridge collection of datasets as a function of the number of selected features. There are two winners in this comparison—Rotation Forest classifier achieved the highest rank in 5 cases and SVM won in 3 cases based on average rank. However, one should be aware that average accuracy rates at 128 or 256 features differ significantly from those at very low numbers of selected features (see Fig. 4). The best accuracy rates for the two methods under comparison were achieved at 256 selected features. It can therefore be said that SVM would only be the optimal solution in higher dimensional spaces.

Our second experiment compared four classification methods which were applied to the 36 GEMLeR datasets. Fig. 2 shows the average ranking calculated from accuracy rates on 36 datasets. It may be observed that Rotation Forest outperforms all the other methods and that Random Forest also outperforms SVM in the majority of cases. One explanation could be the sample size. Decision tree algorithms, on which both Rotation Forest and Random Forests are based, are known to perform better as the number of samples increases. The highest classification accuracy results were once again achieved at 256 selected features.

More effective visualization of the performance of the four classification methods for different numbers of selected features was obtained by using correspondence analysis, which is a multivariate statistical technique that is conceptually similar to PCA, but which scales the data (that has to be positive) so that rows and columns are treated equally [17]. The dimensions are computed so as to maximize the distances between the row or column points. The extraction of the dimensions (usually two or
could be understood to be the simplest method as the most complex method lies far away from k-NN which abstract level, looking at dimensions 1 and 2, it may be noted that close together due to their similar characteristics. At a more also be seen that Rotation Forests and Random Forests lie very most suitable for cases where more features are selected. It may representing high dimensional feature selection, is therefore the best when the number of selected features is small. In contrast, three) is similar to principal component extraction in factor analysis. Simple counting was used for each method at different numbers of selected features—i.e. a method was awarded 1 point if it outperformed the other three methods in terms of accuracy for the given dataset. Fig. 3 demonstrates the results of correspondence analysis in which the classification method groups associated with a certain number of selected features may be observed. Correspondence analysis method from the SPSS statistical software package using symmetrical normalization and the chi-square based distance metric were applied to produce Fig. 3.

The nearest neighbours classifier can be seen in the upper right corner close to 4—i.e. a very small number of selected features. Observing Figs. 1 and 2, it can be confirmed that k-NN performs best when the number of selected features is small. In contrast, SVM, which appears on the extreme left, very near the points representing high dimensional feature selection, is therefore the most suitable for cases where more features are selected. It may also be seen that Rotation Forests and Random Forests lie very close together due to their similar characteristics. At a more abstract level, looking at dimensions 1 and 2, it may be noted that Random Forest and Rotation Forest lie very close together while SVM as the most complex method lies far away from k-NN which could be understood to be the simplest method—especially as dimension 1 describes this “complexity” of the classifiers very well.

4.2. Optimizing the classification performance

Diaz-Uriarte and Alvarez de Andres state in [2] that under some circumstances Random Forest classifier can outperform the current state-of-the-art SVM classifier. This claim was later rejected by Statnikov et al. [18] in a rigorous evaluation that put SVM back into so called current "best of class" classifier. Based on a paper by Rodrı´guez et al. [5], which demonstrated that Rotation Forest outperforms Random Forests on most datasets, a further experiment comparing Rotation Forest to SVM on all 47 genomic and proteomic datasets was designed. To allow for parameter tuning as described in [18], we employed Weka’s GridSearch component that allows two parameters to be tuned. Due to time complexity, we limited the parameter tuning to only one parameter for Rotation Forest—i.e. the classifier was cross-validated at a different number of selected features (n) while the number of iterations stayed fixed at 100. In the case of SVM, GridSearch was used to set the optimal number of selected features and the penalty parameter C(0.0001, 0.01, 1, 100). Two steps of extension were allowed, which means that parameter C=100^2 may also be used, if nested cross-validation shows the best accuracy rate at C=100, which can be further extended to C=100^3. Using two steps of extension, SVM GridSearch covers an 8 x 8 grid where n ranges from 4 to 512 and C from 100^-4 to 100^3.

Fig. 7 shows the difference in classification accuracy and AUC for SVM and Rotation Forest on all 47 datasets. Rotation Forest performed better with regard to accuracy (24 wins, 6 draws, 17 losses), while SVM performed better when AUC was observed (28 wins for SVM v. 19 for Rotation Forest). Wilcoxon’s signed ranks test was used to check for statistically significant differences between the two methods under comparison. No significant differences were detected (p=0.088) when accuracy was compared. When comparing AUC ranking for 47 datasets, there
was even less evidence of statistically significant differences ($p=0.743$).

Important information on the performance of both methods can be observed in data collected from the internal cross-validation based tuning, in which the best parameters of 10 cross-validations for each dataset were stored. Fig. 8 displays the surface plot of the $8 \times 8$ matrix for two tuned parameters of the SVM classifier. One can observe that the lower values of either parameter $C$ or $\eta$ were left practically unused in the process of tuning the SVM. The optimal solutions were mostly found in the upper $4 \times 4$ matrix of the parameter values. For parameter $C$ the most frequently used setting was $C=1$ (244 out of 470 tunings), followed by $C=10^6$ (121 cases). Those two settings alone were used in more than 3/4 of all evaluations (47 datasets, each with 10 cross-validations), which provides potentially important information on the most appropriate parameters when no tuning is allowed.

On account of time complexity, only the feature selection parameter was tuned for both methods. Fig. 9 displays a
The previous experiments (Fig. 4) demonstrated that Rotation Forest where in most cases 512 features were selected, whereas unexpected to some extent, especially in the case of Rotation Forest parameter tuning for Rotation Forest and SVM. The results are a comparison of feature selection settings frequency during parameter tuning of the number of selected features for Rotation Forest and SVM.

Fig. 9. Frequency of selection during parameter tuning of the number of selected features for Rotation Forest and SVM.

A comparison of feature selection settings frequency during parameter tuning for Rotation Forest and SVM. The results are unexpected to some extent, especially in the case of Rotation Forest where in most cases 512 features were selected, whereas the previous experiments (Fig. 4) demonstrated that Rotation Forest failed to return the best accuracy rates at 512 selected features.

In the case of SVM, it may be seen that the 4 settings with the highest number of features (64, 128, 256 and 512) were selected in the majority of tunings. It may therefore be assumed that it is very difficult to choose the optimal number of features to select when SVM is used. However, based on our results, it is evident that this number should be higher than 50 selected features.

4.3. Non-linear kernels

Since linear kernels used in an initial parameter tuning experiment might not be the most suitable for comparison to non-linear Rotation Forest another experiment using non-linear SVM kernels was conducted. When introducing polynomial and RBF kernels, one should be aware of additional parameters that can be tuned such as polynomial kernel exponents and gamma parameters of the RBF kernel. Following the initial parameter tuning, we set the number of selected features to 128 (see Fig. 9) and tuned another two parameters. Based on previous results (see Fig. 8) the initial tuning settings for parameter C that determines the complexity of the built classifier were set to \(10, 10^2, 10^3, 10^4\). The degree of exponent was set at intervals between 3 and 6 in steps of 1, with the RBF gamma interval set to \(1, 10^{-1}, 10^{-2}, 10^{-3}\). Two grid extensions in either positive or negative direction were allowed for all parameters.

As can be observed from Fig. 10, neither of the non-linear kernel based methods could match the classification performance of Rotation Forest. Observing the results, one could argue that the polynomial kernel should have selected an exponent setting of 1 more often if linear kernel produces the best results. This might be true, but since we use grid search optimization which allows two degrees of extension, it is very unlikely that 1 will be chosen for this parameter (performance should improve in cases where the exponent is 2 and then additionally where it is 1 in internal cross-validation based tuning).

Fig. 11 displays surface plots that demonstrate the proportion of different values for all tuned parameters. Both plots hint at the possibility of improving the classification using higher values for the complexity parameter C. However, increasing parameter C can significantly increase the chances of over fitting the classifier [19,20].

5. Discussion and conclusions

This paper has presented an extensive evaluation and comparison of four machine learning classifiers using different pre-selected sets of features (genes) on 47 different genomic and proteomic datasets. It has demonstrated that Rotation Forest classifier offers advantages over Random Forest classifier and moreover, very competitive results when compared to SVM. The results of our first experiment suggest that Rotation Forest should be considered in cases where small groups of genes are needed. The robustness of Rotation Forest classifier is also demonstrated in comparisons of the AUC with other methods for different numbers of selected features. Those results confirm the ones obtained in our previous work, where more complex feature selection methods were used. Fig. 12 presents results from [21] where ReliefF and SVM-RFE were used for feature selection.

In the second experiment, the performance of SVM could not match either Rotation Forest or Random Forest in most cases. On the other hand it has to be mentioned that all GEMLeR datasets represent very similar problems—i.e. tissue to tissue comparison...
which is regarded as a less complex problem in comparison to some other prognostic and diagnostic microarray problems. By tuning parameters using internal cross-validation on a training set, one can even further enhance the performance of both Rotation Forest and the SVM classifier. Our final experiment included 47 genomic and proteomic datasets. It demonstrated that there is no significant difference between SVM and Rotation Forest, but Rotation Forest is the only classifier that is not significantly outperformed by SVM. The results show that Rotation Forest performs better on a majority of datasets when accuracy is considered, whereas SVM should be preferred for better AUC performance when linear kernels are used for SVM. Additionally, Rotation Forest performs better in cases when short lists of significant genes are required.
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Fig. 11. Surface plots for SVM tuning using polynomial (left) and RBF (right) kernels.

Fig. 12. Comparison of 4 classifiers using ReliefF and SVM-RFE for selection of attributes.