Abstract – The allocation of firing units to hostile targets is an important process within the air defense domain. Many algorithms have been proposed for solving various weapon allocation problems, but evaluation of the performance of such algorithms is problematic, since it does not exist any standard scenarios on which to test the algorithms. It is to a large extent unknown how weapon allocation algorithms compare to each other when it comes to solution quality. We have developed the testbed SWARD, making it possible to systematically compare algorithm performance, and to support the development of new weapon allocation algorithms.
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1 Introduction

A well-known reference model within the information fusion community is the so-called Joint Directors of Laboratories’ (JDL) data fusion model (see e.g., [9, 8, 18, 23]), which provides a useful distinction among information fusion processes by dividing them into a number of different levels. The object assessment level is the most mature area of information fusion [9], while higher fusion levels are more immature. One important reason for why the research on high-level information fusion still is quite immature is due to the lack of standard data sets on which developed algorithms can be tested. Since researchers evaluate their algorithms and methods in different ways, it becomes very hard to get a good understanding of which algorithms that are promising and which are not. This situation is summarized by the following quote, taken from [23]:

“The lack of common engineering standards for data fusion systems has been a major impediment to integration and re-use of available technology. There is a general lack of standardized - or even well-documented - performance evaluation, system engineering methodologies, architecture paradigms, or multi-spectral models of targets and collection systems. In short, current developments do not lend themselves to objective evaluation, comparison or re-use.”

We have in earlier papers ([12, 13]) discussed how threat evaluation algorithms for air defense can be compared. The output from the threat evaluation process is an important input to weapon allocation, which is a resource management/process refinement problem highly relevant for the information fusion community. Many different algorithms for weapon allocation have been developed, but existing comparisons of algorithms are based on randomly created problem instances, making it hard to compare performance results from different experiments. In this paper, we describe the open source testbed SWARD, which is intended for evaluating the performance of algorithms for static weapon allocation. By using SWARD, it becomes possible for different researchers to test their algorithms for weapon allocation on the same problem instances. This makes it much easier to systematically evaluate the performance of weapon allocation algorithms. The strength of these kinds of tools can be seen in the machine learning community, in which the Weka workbench together with the use of the famous UCI (University of California, Irvine) datasets (see [3]) have made it possible to empirically benchmark a large number of machine learning algorithms on various datasets. We hope that SWARD will be used by researchers interested in air defense and weapon allocation, so that various algorithms can be compared more systematically than is the case at present. We also argue that similar ideas can be used for evaluating other resource management problem related to information fusion, such as sensor management.

The rest of this paper is structured as follows. In Section 2, we describe important functionality within an air defense system, of which weapon allocation is one important function. In Section 3, the different parts of the SWARD testbed are described in detail, and an illustrative example of what kinds of experiments that SWARD can be used for is presented in Section 4. Section 5 is devoted for a discussion, in which we discuss the choices of releasing SWARD as an open source project and implementing it in Java. Finally, the paper is concluded in Section 6.
2 Air defense systems

There are many different functions that must be handled in military decision support systems for air defense (often referred to as TEWA systems). In [4], the functions of (i) target detection, (ii) target tracking, (iii) target identification, (iv) threat evaluation, and (v) weapons assignment (in this paper referred to as weapon allocation) are mentioned as important for such systems. Additional to these functions, an important requirement on TEWA systems is to have a good graphical user interface (GUI) that enhances the operators’ situation awareness, since it in the end is the human rather than the machine that should make the decision of whether or not to engage a target.

Our view of how the various parts of a TEWA system are functionally related is shown in Figure 1. Short summarized descriptions of each function are provided in the following subsections.
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Figure 1: Functional overview of a TEWA system.

2.1 Target detection and tracking

Much research has been devoted to the low-level information fusion problems of target detection and target tracking. The target detection capabilities are obviously very dependent upon the choice of sensors and the quality of these, while target tracking basically is about estimating the current position and kinematics of a target, as well as predicting these into the future. Well-known examples of target tracking techniques are variations of Kalman filters and particle filters [2].

2.2 Target identification

Target identification concerns the transformation of a set of entity attributes such as speed, radar cross-section, shape, etc. into a label describing the identity of the target [9] (e.g., fighter, bomber, or helicopter). Algorithms for target identification are often based on pattern recognition techniques such as artificial neural networks [9].

2.3 Threat evaluation

Based upon information that can be derived from the target tracking and target identification processes, the high-level information fusion problem of threat evaluation becomes to estimate the level of threat posed by detected air targets to defended assets [11, 22]. The calculated target values can be used to aid the human air defense decision makers on to which targets to focus their attention, but also to suggest which (if any) targets that should become subject for weapon allocation. Examples of algorithms that have been suggested for threat evaluation are Bayesian networks and fuzzy logic [11, 12].

2.4 Weapon allocation

Weapon allocation can be defined as the reactive assignment of defensive weapon resources to engage or counter identified threats [21]. Hence, the question to be answered by the weapon allocation process is which firing unit(s) to allocate to which target(s). Within static weapon allocation, which is the focus of this paper, it is assumed that all firing units are allocated in a single stage, while it in dynamic weapon allocation is allowed to allocate firing units to targets in a predefined number of discrete stages. A further division that can be done is the one between target-based and asset-based weapon allocation. In the former, calculated target values are used as a basis for which targets to engage, while information regarding the target aims and protection values of defended assets are used in the latter. The static target-based weapon allocation can be formalized as the non-linear optimization problem [10]:

\[
F = \sum_{i=1}^{\lvert T \rvert} V_i \prod_{k=1}^{\lvert W \rvert} (1 - P_{ik})^{x_{ik}},
\]

subject to:

\[
\sum_{i=1}^{\lvert T \rvert} x_{ik} = 1, \quad \forall k,
\]

where \( \lvert T \rvert \) is the number of targets, \( \lvert W \rvert \) is the number of firing units, \( V_i \) is the target value of target \( T_i \), \( P_{ik} \) is the kill probability for firing unit \( W_k \) on target \( T_i \), and \( x_{ik} \) is a decision variable taking on value 1 if \( W_k \) is assigned to \( T_i \), and 0 otherwise. Similarly, the static asset-based weapon allocation problem can be defined as the non-linear optimization problem [10]:

\[
F = \sum_{j=1}^{\lvert A \rvert} \omega_j \prod_{i \in G_j} (1 - \pi_i) \prod_{k=1}^{\lvert W \rvert} (1 - P_{ik})^{x_{ik}},
\]

subject to:

\[
\sum_{i=1}^{\lvert T \rvert} x_{ik} = 1, \quad \forall k,
\]

\[x_{ik} \in \{0, 1\}, \quad \forall i \forall k,\]
where \(|A|\) is the number of defended assets, \(\omega_j\) is the protection value of defended asset \(A_j\), \(J\) is the set of targets aimed for \(A_j\), and \(\pi_j\) is the lethality value for target \(T_j\).

Small-scale problem instances can be solved optimally in a short amount of time, but for many realistic problem instances, heuristic algorithms have to be used. Examples of such algorithms are ant colony optimization algorithms [16] and greedy algorithms [14, 6].

2.5 GUI

As stated in [9]: “it is important to realize that ultimately, the output from a data fusion system is aimed at supporting a human decision process”. In the context of air defense, it is a human decision-maker and not an automated system that takes the final decision of whether a target should be engaged by a firing unit or not. For this reason, it is very important that the system can help the decision-maker with achieving a good situation awareness.

According to [17], a TEWA system should display the calculated target values graphically rather than numerically, since this decreases risk-taking behavior and increases the air defense officers trust in the system (since numbers imply a degree of precision that often is not known in the case of threat evaluation). Moreover, it should provide explanation-based reasoning capabilities, so that decision-makers understand the reason for calculated target values [17]. To the best of our knowledge, such aspects are often neglected in real-world TEWA systems.

3 SWARD

Performance evaluation of weapon allocation algorithms has earlier been problematic. Examples of studies where weapon allocation algorithms have been compared exist (see e.g. [15, 16]), but only involving a small number of algorithms. To use results from such experiments to compare against own algorithms is not possible since the experiments are based on randomly generated problem instances which cannot be recreated. Hence, the only alternative is to reimplement other researchers’ algorithms and create new experiments, but the algorithms are not often described detailed enough to allow for such implementations. For handling this problem, we have created SWARD (System for Weapon Allocation Research and Development).

SWARD is implemented in Java, in order to make it platform independent. It has been released under the open source license BSD so that anyone can use the testbed and modify the source code freely. SWARD can be downloaded from http://sourceforge.net/projects/sward/.

The SWARD testbed consists of: a GUI package, an algorithm package, a scenario package, and an experiment package. Additionally, there is a threat evaluation package, supporting different kinds of threat evaluation. There is also functionality for calculating statistics, etc. in a util package that will not be described here. In Figure 2, it is described how the most important classes of SWARD are related to each other.

Figure 2: UML class diagram describing the relations between the most important classes in SWARD.

3.1 The scenario package

A central part of SWARD is the generation of scenarios (problem instances) on which to test different algorithms. There are two different kinds of scenarios that can be generated in SWARD: static target-based static asset-based scenarios. A static target-based scenario consists of a matrix of kill probabilities (specifying the probability that a firing unit is able to destroy a target), and a vector of target values. Hence, given as input a parameter \(|T|\) (number of targets), a parameter \(|W|\) (number of firing units), and a seed \(s\), a static target-based problem instance is generated, where kill probabilities are randomly generated in the interval \([0.6, 0.9]\) and target values are randomly generated in the interval \([25, 100]\). Obviously, these intervals can be changed, but these are the default settings that are used, for being in accordance with the experiments presented in [1]. By making use of the seed \(s\), we can guarantee that problem instances easily can be recreated.

In the same way, static asset-based scenarios are generated from the input parameters \(|T|\), \(|W|\), \(|A|\) (number of defended assets), and a seed \(s\). The generated asset-based scenarios consist of kill probabilities in the same interval as the target-based scenarios, but the target values are replaced with a vector of lethality probabilities (probability that a target destroys the defended asset it is aimed for), a vector of protection values (weights for the defended assets), and a vector of target aims (the defended assets the targets are aimed for). The default settings are that lethality probabilities are generated randomly in the interval \([0.3, 0.8]\), protection values in \([25, 100]\), while the target aims are generated in the following way: if \(|T| \geq |A|\), the aim of target \(T_i\) is set to the \(i\)th defended asset, and the aims of the remaining targets are randomly selected from the defended assets. If \(|T| < |A|\), the aim of target \(T_i\) is set to the \(i\)th defended asset, and the rest of the defended assets are not attacked by any targets.

3.2 The algorithm package

Within the algorithm package, there is an abstract class \(WAAlgorithm\) with a method for calculating the objective function value \(F\) for a given allocation of firing units to targets. The objective function value is calculated in ac-
In accordance with Equation 1 for target-based scenarios, and in accordance with Equation 3 for asset-based scenarios. The class is declared as abstract since no object instances are allowed to be created of the class, it should instead be inherited by classes that are implementations of weapon allocation algorithms. There are currently nine different weapon allocation algorithms implemented within the package. These are: two versions of genetic algorithms (with and without seed), an ant colony optimization algorithm, a random search algorithm, an exhaustive search algorithm, three variants of greedy search algorithms, and a particle swarm optimization algorithm. Other researchers are encouraged to implement their own algorithms for weapon allocation into the testbed.
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**Figure 3:** UML class diagram illustrating that specific weapon allocation algorithms such as a genetic algorithm are implemented as classes that inherit attributes and methods from the abstract class WAAAlgorithm.

### 3.3 The experiment package

An experiment is set up by specifying parameters for which value of \(|T|\) to start with, to end with, and how much to increment this value in each step (from now on referred to as \(T_{\text{start}}, T_{\text{end}}, \) and \(T_{\text{inc}}\). The same kind of parameters should be set for \(|W|\). These parameters are referred to as \(W_{\text{start}}, W_{\text{end}}, \) and \(W_{\text{inc}}\). Additionally, the number of problem instances that should be tested for each problem size \((|T|, |W|)\) should be specified using the parameter \(\text{nrOfIterations}\), as well as whether the generated problem instances should be asset-based or target-based. Finally, the parameter \(\text{searchTime}\), which is the amount of time that each algorithm is allowed to search for a solution, is needed. Together, these parameters define an experiment setup.

The results from an experiment are handled using the class \(\text{ExperimentResult}\). This class uses internal helper classes implementing the interfaces \(\text{IInstance}\) and \(\text{IResult}\), respectively, which also are defined within the same package. Results that can be stored from an experiment are the algorithms’ calculated objective function values, and the algorithms’ obtained ranks for each tested problem instance. Moreover, average objective function values and average ranks can be calculated, together with standard deviations. If all algorithm participating in an experiments obtain different objective function values on a problem instance, the best algorithm obtains rank 1, the second best rank 2 and so on, for that particular problem instance. However, if several algorithms obtain the same objective function value, the calculations of ranks become more complex. The rank for an algorithm is based on the number of algorithms that achieved better objective function values and the number of algorithms that achieved an equal objective function values, as can be seen in Algorithm 1 (this is valid for target-based scenarios, while the \(<\) on row 4 should be changed to \(>\) for asset-based scenarios).

**Algorithm 1** Pseudo code for calculation of ranks.

```plaintext
for alg ← 1 to nrOfAlgorithms do
  lesser ← 0, equal ← 0, rank ← 1
for alg2 ← 1 to nrOfAlgorithms do
  if FValue(alg) < FValue(alg2) then
    lesser ← lesser + 1
  else
    if FValue(alg) = FValue(alg2) then
      equal ← equal + 1
    rank ← rank + lesser
  if equal > 1 then
    extraRank ← 0
  for cnt ← 1 to equal do
    extraRank ← extraRank + cnt
  rank ← rank + extraRank/equal
```

### 3.4 The GUI package

Experiments can be set up using code, but in most cases it is more convenient to use the GUI that has been developed for SWARD. Figure 4 illustrates what the graphical user interface looks like. The values that can be edited within the text boxes corresponds to the experiment parameters described in Section 3.3, so that all relevant experiment settings can be adjusted within the graphical user interface. The experiment settings chosen within the graphical user interface are accessible by the use of the interface \(\text{IController}\), which also is part of the GUI package.

### 3.5 The threat evaluation package

As described in Section 2.4, a vital input to the (target-based) weapon allocation process is target values, as given by the threat evaluation process of a TEWA system. In order to support trusted explanation-based threat evaluation [17] (see Section 2.5), SWARD algorithms take as their input general threat evaluation objects. The generic threat evaluation framework used in SWARD supports both quantitative (numeric) and more qualitative (text-based) threat evaluation. Threat evaluation objects also include information about the quality (confidence and ambiguity) [20] and pedigree (origin and history) of target values [5].

The \(\text{IThreatEvaluation}\) interface declares methods for setting and getting target values, as well as their confidence and pedigree. The SWARD distribution includes two basic threat values: numeric (real-valued) and quantitative (string-valued).

The purpose of the \(\text{confidence}\) package is to support many different uncertainty management schemes (e.g., Bayesian probability or Dempster-Shafer theory). Inspired by the
CAED model [20], the IConfidence interface declares functionality for setting and getting the accuracy (e.g., probability or belief) and ambiguity (e.g., precision) of target values. Predefined types of accuracy are numeric (e.g., a real value representing the probability on the interval $[0,1]$) and qualitative (e.g., a text string representing the judgement “un-likely”). The precision of a target value is measured relative the “bounds” of a given IAmbiguity object. As a subclass of numeric ambiguity, SW ARD provides an Ambiguity1D class that models ambiguity as a 1-dimensional interval.

In order to increase operators’ trust in a TEWA system, it is important to provide access to and support presentation of “data lineage”, i.e., the history of how data is transformed by data processing methods (algorithms) [5]. In SW ARD, the pedigree package addresses this issue by providing basic functionality for the tracing of target values in terms of generic data operations. An IPedigree object is essentially a list of processing events, where a processing event is a time-stamped and uniquely identified (through a universally unique identifier, UUID) data operation (operator plus operands).

To facilitate the use of different threat evaluation methods, as well as the construction of new methods, various object-oriented design patterns are used. The confidence package uses a bridge pattern [7, p. 151] to decouple the abstraction of confidence of target values from its implementation. By attaching different implementations of accuracy and ambiguity to confidence classes, the actual confidence method used can be altered and new confidence methods can be constructed. The top-level threat evaluation package makes use of a factory method pattern [7, p. 107] to defer the instantiation of threat evaluation components (target value, confidence, accuracy, ambiguity and pedigree objects) to implementations of the IThreatEvaluationFactory interface. By changing the factory, the actual threat evaluation method used can be altered. Two basic factories for numeric and qualitative threat evaluation are provided. SW ARD’s default threat evaluation factory uses real-valued target values with precise accuracy and null (empty) pedigree.

### 4 Example

In this section, we give an illustrative example of the kind of experiments SW ARD can be used for. We have chosen to compare the performance of three different weapon allocation algorithms: a greedy algorithm known as the maximum marginal return (MMR) algorithm (originally presented in [6]), a simple random search algorithm, and a more complex genetic algorithm. To start with, the algorithms are added to the experiment. An algorithm is added by selecting it in the combo box to the left in Figure 4 and then clicking on the button “Add algorithm to experiment”. Once all algorithms have been added to the experiment, we choose the type of scenarios to be “Target-based”, so that this is the type of problem instances that will be generated. Next, we would like to determine how large problem sizes that should be tested. We want to generate problem instances of size $(|T| = 10, |W| = 10)$, $(|T| = 15, |W| = 10)$, and $(|T| = 20, |W| = 10)$. Therefore, we set startNrOfTargets to 10, endNrOfTargets to 20, and stepNrOfTargets to 5, while the corresponding numbers for the weapons all are set...
to 10 (in fact, what $\text{stepNrOfWeapons}$ is set to does not matter in this case). The seed is for convenience set to 0. The higher value of $\text{nrOfIterations}$ we choose, the higher statistical confidence we can have in the results. However, the experiment will also take longer time with a high value, so there is a trade-off. We here choose to use the value 100, so that the algorithms will be evaluated at 100 problem instances for each of the three tested problem sizes. We set the time limit to 1000, so that each algorithm is allowed to search for solutions for one second on each problem instance. In total, this experiment will take at most 900 seconds to run (the MMR algorithms does not make use of all its search time). We decide to save the experimental results to disk by checking the appropriate check box. Finally, the experiment is started by clicking on “Start experiment”.

When the experiment is finished, the algorithms’ average objective function values are printed on screen, together with the calculated standard deviations (as shown in the bottom of Figure 4). More detailed statistics for each problem instance is written to file, as well as information regarding the algorithms’ rank on each problem instance, if such statistics is wanted. Table 1 shows the resulting average objective function values obtained from the experiment described here.

Table 1: Average objective function values (with $\sigma$ within parentheses). Averaged over 100 problem instances.

<table>
<thead>
<tr>
<th></th>
<th>10 $\times$ 10</th>
<th>15 $\times$ 10</th>
<th>20 $\times$ 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMR</td>
<td>127.0 (18.7)</td>
<td>332.7 (32.6)</td>
<td>591.2 (55.3)</td>
</tr>
<tr>
<td>Random</td>
<td>109.4 (13.2)</td>
<td>346.5 (36.4)</td>
<td>629.8 (58.5)</td>
</tr>
<tr>
<td>GA</td>
<td>93.0 (11.2)</td>
<td>311.6 (34.2)</td>
<td>579.3 (58.0)</td>
</tr>
</tbody>
</table>

As can be seen in Table 1, the genetic algorithm’s (denoted as GA) average objective function values are the lowest for all the three tested problem sizes. Since we have formulated the static target-based weapon allocation problem as a minimization problem in Equation 1, this indicates that the genetic algorithm on average has found the solutions of highest quality among the three tested algorithms.

5 Discussion

A thing worth noticing is that the choice of implementing SWARD in Java means that the computer hardware is not necessarily made use of optimally due to the fact that Java is interpreted by a Java Virtual Machine. Much of the original slowness of Java was removed when features like Just-In-Time (JIT) compilation and adaptive optimization were introduced, but it is still likely that the SWARD code written in Java could have been made more efficient in e.g., C++. Since SWARD is a testbed rather than a weapon allocation module intended for being plugged into a real-world TEWA system, we think that the possibly unoptimized execution times are outweighed by the platform independence made possible by the choice of implementing the code in Java. However, Java will not be a suitable choice for a real-world TEWA system due to the reason mentioned above, and due to the automatic garbage collection in Java that can be a potential problem for critical real-time applications.

The choice to release SWARD as an open source project can be questioned, since there typically is a strong tradition to keep defense-related research non-public. A shift towards open source software can however be seen in many places, and according to a memorandum from U.S. Department of Defense [19], open source software is particularly suitable for experimentation and rapid prototyping. In this way, SWARD should be able to facilitate the development and testing of algorithms for weapon allocation. A problem might be that some researchers are not allowed to distribute their algorithms further for security reasons. However, even though this may be the case, we think that SWARD still can be used for benchmarking. Since it is possible to easily recreate experiments, it becomes possible to compare the objective function values between various algorithms without actually requiring to give away the algorithms themselves.

An information fusion resource management problem that is closely related to that of weapon allocation is the problem of allocating sensors to tasks, in [24] referred to as sensor resource allocation. Like the weapon allocation problem, this can be stated as an optimization problem, and we think that a testbed based on the same concepts as SWARD would be beneficial for research on sensor resource allocation.

6 Conclusions

We have in this paper presented the open source testbed SWARD (System for Weapon Allocation Research and Development), which has been developed for evaluating the performance of static weapon allocation algorithms. By using SWARD, it becomes easy to test and compare different weapon allocation algorithms on the same problem instances, allowing for more standardized and repeatable experiments. The testbed has also been made available for free download, so that any researcher can add more weapon allocation algorithms into the testbed, and run own experiments. An example experiment has been presented, in order to describe how easily experiments with static weapon allocation algorithms can be created using the graphical user interface provided as a part of SWARD. We encourage other researchers to implement their own weapon allocation algorithms into SWARD, to provide a better understanding of which kind of algorithms that are suitable for different conditions, such as various number of targets and firing units, and varying amounts of time available for searching for good solutions.
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