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Co-occurrence language networks based on Bible translations and the Universal Declaration of
Human Rights (UDHR) translations in di®erent languages were constructed and compared with

random text networks. Among the considered network metrics, the network size, N, the nor-

malized betweenness centrality (BC), and the average k-nearest neighbors, knn, were found to
be the most preserved across translations. Moreover, similar frequency distributions of co-

occurring network motifs were observed for translated texts networks.
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1. Introduction

As a complex system, language, or texts, can be naturally handled as networks with

words, being the basic units, taken as nodes and the edges corresponding to the

relationship among words. Language networks have been used in attempts at au-

tomatic text classi¯cation and in the study of di®erent languages.1,2 Automatic

classi¯cation of text according to categories such as poetic style,3 literary movement4

and forms such as literary and scienti¯c writing5 were accomplished by employing

network metrics and network motifs. Several types of networks can be constructed

from texts depending on the particular aspect under study. For example, in a se-

mantic network, the links between nodes represent semantic relations such as syn-

onymy and antonymy.6,7 Another is syntactic network which links the words based

on language syntax.6,8 Syntactic and semantic networks are language-speci¯c net-

work constructions. Co-occurrence networks, on the other hand, only relate words

based on their location in the text (i.e. which word precedes another in a sentence)6

and would be nonlanguage-speci¯c (an example would be its use in Ref. 9).
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A translation of a document is the rendering of an original form from one language

to another.10 Since translations are expected to retain the meaning of the source

document,11 metrics that do not change across di®erent translations may therefore be

used as automatic classi¯ers or as means to quantify similarities in content of di®erent

written texts. In this work, network metrics of co-occurrence language networks are

calculated and compared for di®erent translations of some texts, speci¯cally the Bible

and the UDHR, and for sets of randomly selected unrelated articles.

2. Methodology

Bible and UDHR translations were used because they are among the most translated

texts in the world12,13 and abundant digital copies of their translations abound

online. The translations used are summarized in Table 1. Since the Bible is composed

of many books with their many chapters, only selected sets of chapters from di®erent

books were used as corpus sets. Since the UDHR is composed of 30 short sections,

each translation was divided into 10 parts (three sections each). For comparison, 20

randomly selected and unrelated articles in English from Project Gutenberg,14 a

digital archive of full texts of public domain, were also acquired to make up the

Random set. Each article was divided into parts. The last sentence to be included in

each partition is speci¯ed by a set of word counts based on the usual word counts of

the Bible chapters. Table 2 summarizes the corpus sets used. The Bible translations

were acquired from UnboundBible.org and Biblos.com,15,16 while the UDHR trans-

lations were sourced from the UDHR homepage.13

2.1. Pre-processing and network construction

All texts were pre-processed so that nonprinting characters are removed and punc-

tuation marks are converted to their word equivalents (e.g. \," to \COMMA" and

Table 1. Bible and UDHR translations used.

Bible UDHR

Danish Bible (DNS) Danish (DNS)
Dutch Bible (DUT) Dutch (DUT)

Finnish Bible (FIN) Finnish (FIN)

French Bible (FRN) French (FRN)

German Bible (GER) German (GER)
Maori Bible (MBF) Maori (MBF)

Tagalog Bible (TGL) Tagalog (TGL)

American Standard Version (ASV) English (ENG)

Basic English Bible (BBE)
Darby Version (DBY)

Douay Rheims Version (DRB)

King James Version (KJV)
World English Bible (WEB)

Webster's Bible (WBS)

Young's Literal Translation (YLT)
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Table 2. Bible, UDHR, and Random sets used.

Set Co-occurrence networks for

Bible 1 Book 1 (Genesis) chapters 1 to 20

Bible 2 Book 1 (Genesis) chapters 31 to 50

Bible 3 Book 24 (Jeremiah) chapters 1 to 20

Bible 4 Book 4 (Judges 1) chapters 1 to 20
UDHR UDHR divided into 10 3-section parts

Random Consists of 20 randomly acquired unrelated articles from

Project Gutenberg divided into parts.

Fig. 1. (Color online) Examples of a co-occurrence network. In (a), all the unique words in the boxed text

are taken as nodes in the network. This has a blue link to is because it precedes is in the blue sentence, and
is has a blue link to a because it precedes a and so on. (b) Shows the corresponding Tagalog co-occurrence

network.

Table 3. Network metrics calculated for the co-occurrence language networks.

Network parameter

Network Size (N) Total number of nodes in the network

Diameter (D) The largest number of links connecting any pair of nodes in the network

Mean Path Length (L) Average of the shortest paths for all possible node pairs

Average Clustering

Coe±cient (C)
C ¼ 1

N

P
i2V

li
kiðki�1Þ,

where V is the set of all nodes in the network, li is the number of triangles
through node i, and ki is the number of neighbors of node i.

Average Normalized

Betweenness
Centrality (BC)

BC ¼ 1
N

P
v2V BCðvÞ,

where

BCðvÞ ¼ 1
ðN�1ÞðN�2Þ

P
i6¼v6¼j2V

�ijðvÞ
�ij

,

where �ij is the number of shortest paths from node i to node j and �ijðvÞ is
the number of shortest paths from node i to node j that include node v.

Average k-nearest-
neighbor (knn)

knn ¼ 1
N

P
i2V knni

,

where

knni
¼ 1

p

P
n2P sn

P is the set of nodes that link to node i, sn is the number of nodes that node

n links to, and p is the number of nodes that link to node i.

Preserved Network Metrics Across Translated Texts
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\;" to \SEMICOLON)." Co-occurrence networks were then constructed for each

chapter (for the Bible sets) or part (for UDHR and Random set). In constructing this

network, all distinct words in the document are represented by nodes and a link from

word 1 to word 2 is made when word 1 precedes word 2 in a sentence (illustrated in

Fig. 1). The Perl Graph module was used for network construction in this study.17

2.1.1. Metric calculation

Table 3 summarizes the parameters calculated for each network. The calculations

were implemented using the Graph and SocialNetwork::Algorithm modules of

Perl.17

2.2. Results

Similarity in trends for D, L and C are not observed (Fig. 2) across translations in

all the corpus sets via visual inspection. This can be attributed to the sensitivity of

the parameters on the syntactic di®erences among languages. For this study, a good

metric is de¯ned to be a metric that is conserved across translated texts but are

di®erent in random or unrelated texts. Since D, L and C vary for documents with

the same content, these metrics cannot be used in comparing similarity in text

content.

Fig. 2. (Color online) D, L and C trends for Bible1.

J. J. T. Cabatbat, J. P. Monsanto & G. A. Tapang
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The N , betweenness centrality (BC) and knn on the other hand have similar

trends for all corpus sets (Fig. 3). The trends for Random set do not exhibit strong

correlation as compared to the translated texts. Since similar trends of these pa-

rameter values were observed for di®erent languages, but were absent for the Ran-

dom set, which are composed of unrelated articles in English (same language

structure), the authors infer that the di®erence is due to the content of the text and

not on the structure of the language.

The similar trends in the network size suggest that the rates of introduction of

new words or concepts in the text are closer among translated texts than among

unrelated texts. The similarity in knn suggests the preservation of degree distribution

and how nodes of varying degrees are connected to each other. As for BC, its pres-

ervation across translations implies the importance of the distribution of the central

nodes in the representation of text content.

The Pearson correlation coe±cient and mutual information among the N , nor-

malized BC and average knn series were computed using R stats and bioDist

Fig. 3. (Color online) (a–c) N trends, (d–f) BC and (g–i) knn trends for Bible 3, UDHR and the Random

set (left to right).
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packages.18,19 The Pearson correlation coe±cient between variables X and Y is

given by

r ¼
Pn

i¼1ðXi � �XÞðYi � �Y ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ðXi � �XÞ2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ðYi � �Y Þ2

p ð1Þ

while the mutual information is given by

IðX;Y Þ ¼
X

y2Y

X

x2X
pðx; yÞ log pðx; yÞ

pðxÞpðyÞ ; ð2Þ

where pðx; yÞ is the joint probability distribution function ofX andY and pðxÞand pðyÞ
are the marginal probability distribution functions.

From Table 4, it can be observed that among the parameters, the N and the knn
gave the highest values for the di®erence in the correlation and mutual information

between the Bible sets and the Random set, making them the better metrics in

comparing text content similarity. However, among the parameters, the N, and BC

gave the highest values for correlation and mutual information for both the Bible and

the Random set. Since translations of a long text tend to be long as well and since the

partitions of the Random set was done in such a way that the parts have at most one

sentence length of di®erence, the high correlation and mutual information values

for N, and BC suggest the higher sensitivity of these parameters to the length of

the text.

2.3. Network motifs

Milo et al.20 proposed a more visual structural property of real-world networks:

network motifs or sub-networks occur in the network at higher frequencies than in a

corresponding random network. Motifs have been used in describing and analyzing

the structure of many di®erent real world networks20–22 and it was observed that

networks constructed from texts in di®erent languages have similar motif sets.21

FANMOD,23 a network motif detection tool by Wernicke and Rasche which

implements the algorithm RAND-ESU in sampling subgraphs was used to locate

the motifs. Since the motifs for 2- to 4- nodes did not show signi¯cant di®erence

between the Bible set and the Random set, the results for 5-node motifs are pre-

sented. Figure 4 shows the frequencies (percent occurrence counts) of the motifs

found in ASV for the di®erent translations of the chapters in Bible 3 and the

Table 4. Pearson correlation and mutual information among chapters of the combined Bible sets and

among the articles in the Random set for the N , BC and knn values.

Pearson correlation Mutual information (nats)

Set N BC knn N BC knn

Bible 0.8967� 0.0098 0.9456� 0.0041 0.8847� 0.0061 0.7800� 0.0224 0.6743� 0.0119 0.5377� 0.0154

Random 0.4620� 0.0137 0.5794� 0.0074 0.0072� 0.0090 0.2258� 0.0078 0.3018� 0.0067 0.1286� 0.0034
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frequencies for 5-node motifs found in one of the random texts (Random 1) for the

Random set. It can be seen that the trends in the Bible set are similar while those in

the Random set have highly varying trends. To compare the trends, the average

value of the quantity jQ� 1j where Q is the correlation quality24 was computed

for each corpus set. The correlation quality Q, in the case studied, is obtained using

the equation:

Q ¼
PN

i¼1 xiyiPN
i¼1 x

2
i

ð3Þ

for the data series X and Y with length N .

Table 5 gives the average jQ� 1j values for the Bible set and Random set. Al-

though visual inspection would reveal more similar trends in the Bible set, the av-

erage jQ� 1j values were found to be closer to zero for the Random set than the Bible

set, implying that the motif frequency distributions of the articles in the Random set

are more similar than those in the Bible set. Upon investigation of the Bible data and

Fig. 4. (Color online) Frequency distribution of all motifs in (a) ASV for all translations of Bible 3 and (b)

Random 1 for the other random articles. Frequency distribution of top 20 motifs in (c) ASV for all

translations in Bible 3 and (d) Random 1 for the other random articles.

Preserved Network Metrics Across Translated Texts
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of Fig. 4, it was found that the motif frequency distribution for the Maori translation

is very dissimilar with the other translations and this single translation must have

greatly in°uenced the correlation quality values. In fact, if Maori translation is to be

excluded from the calculation of correlation quality, we get the following values for

the average jQ� 1j: 0.1073 (Bible), and 0.1500 (Random) for the top 20 motifs and

0.1076 (Bible) and 0.1427 (Random) for all the motifs. The Pearson correlation

coe±cient and mutual information were calculated to further compare the dis-

tributions. Considering all motifs, both measures gave higher values for Bible set

than the Random set (see Table 5).

Common top motifs are found among the Bible sets and among the Random set.

However, as in the case for ASV and Random 1, more overlaps in the top motifs are

observed in the Bible sets than in the Random set. Furthermore, upon checking the

20 top-occurring motifs in non-ASV translations, we get the following observations:

MBF and TGL share the motif 33848 while DUT, FIN and GER share motifs 1084,

33848 and 1082416. Hence, it may also be possible to distinguish English and non-

English translations of a document by looking at the di®erent motifs present.

3. Conclusion

Among the network metrics considered for the co-occurrence networks of translated

texts, the network size, N , the normalized BC and average k-nearest neighbor, knn,

were found to be the most preserved across translations. Preserved values of these

parameters may then allow for comparison of single-document translations and

measurement of text content.

The e®ectiveness of average knn in re°ecting similarity in content may be

attributed to the fact that although it is a local property like the clustering coe±-

cient, it considered higher level of neighbors. The BC on the other hand, although a

global measure like the average path length and diameter, captures the dependence

of nodes with the other nodes in the network and the node's importance and hence

also performed well at comparing text content similarity.

Motif frequency distribution is likewise proven as a viable tool for detecting

similarity in text content, as the study found dissimilarity in motifs in unrelated

texts. Therefore, N , BC, knn, and motif may be used in quantifying similarities or

di®erences in the content of documents. Since translation is supposed to retain the

meaning of texts across languages, these preserved network metrics establish a

relationship between network structure and meaning.

Table 5. Average jQ� 1j, Pearson correlation coe±cient, and mutual information of the motif frequency

distributions in the Bible set and the Random set.

Set jQ� 1j (Top 20 motifs) jQ� 1j (All motifs) Pearson correlation Mutual information

Bible 3 0.1496 0.1445 0.9585� 0.0035 0.2209� 0.0058

Random 0.1457 0.1386 0.9246� 0.0051 0.2203� 0.0049

J. J. T. Cabatbat, J. P. Monsanto & G. A. Tapang
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