Abstract. This paper deals with assurance of logical agent systems via runtime self-monitoring and checking. We adopt temporal-logic-based special constraints to be dynamically checked at a certain (customizable) frequency. These constraints are based upon a simple interval temporal logic particularly tailored to the agent realm, A-ILTL (‘Agent-Oriented Interval LTL’, LTL standing as customary for ‘Linear Temporal Logic’).

1 Introduction

Certification and assurance of agent systems constitute crucial and far-from-trivial issues, as agents represent a particularly complex case of dynamic, adaptive and reactive software systems. Certification is aimed at producing evidence indicating that deploying a given system in a given context involves the lowest possible level of risk of adverse consequences (which level of risk can be considered sufficiently “low” depends upon the application at hand). Assurance is related to dependability, i.e., to ensuring (or at least obtaining a reasonable confidence) that system users can rely upon the system. The issue is nicely discussed in [1], where it is noted that:

The term [assurance] is used in a broad (and somewhat imprecise) sense. Where there is a clear specification (which is not always the case!) then we can use the two standard terms “verification” and “validation”. Verification in this context refers to checking whether software meets its specification, and validation refers to checking whether the specification meets the user’s requirements.

It is widely acknowledged that industrial adoption of agents systems finds a serious obstacle in the stakeholders lack of confidence about reliability of runtime behavior of such systems. Citing [2],

...the use of adaptive systems for greater resilience create situations where runtime verification and monitoring could be particularly valuable. ...Within suitable new frameworks, some of the evidence required for certification can be achieved by runtime monitoring - by analogy with runtime verification, this approach can, somewhat provocatively, be named “runtime certification”.
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In this paper, we propose methods for runtime monitoring of agent systems. These methods are not in alternative but rather complementary to the many existing verification and testing methodologies.

Pre-deployment assurance and certification techniques for agent systems include verification and testing. Since we do not have room for an extensive illustration we can provide just few pointers to recent literature, so we invite the reader to refer to the recent book [3] and to the references therein. Most verification methods rely upon model-checking, and some (e.g., [4]) upon theorem proving. Among recent interesting work about agent systems (pre-deployment) assurance we particularly mention [1] which proposes (though in a preliminary way) a method that alternates the application of testing with formal verification techniques applied within a “Shallow Scope”, i.e., with a limited scope of variable values. The outcome of each phase should be taken as a guidance for the other phase. Thus, different techniques are used in synergy so as to improve the overall level of assurance. About fault detection and recovery a particularly interesting work is that of [5], that opens a new promising direction in model-checking-based verification techniques. This approach allows for CTL specifications that express injection and eventual recovery from a fault.

For formalizing and implementing runtime self-checking in logical agents while coping with unanticipated circumstances, we propose temporal-logic-based special constraints to be dynamically checked at a certain (customizable) frequency. These constraints are based upon a simple interval temporal logic particularly tailored to the agent realm, A-ILTL (‘Agent-Oriented Interval LTL’, LTL standing as customary for ‘Linear Temporal Logic’). In this setting, properties can be defined that should hold according to events that have happened and to events which are supposed to happen or not to happen in the future. This also considering partially specified event sequences, unexpected events or event order. The adoption of an interval logics allows for the specification of time-bounded properties: it makes it possible to specify that some property should occur within a certain time frame or before/after a certain time, where the interval can also be conditionally defined. A-ILTL constraints are contextual, i.e., they can be specified in a general form and each time they are checked they are instantiated (via suitable preconditions) to the present agent’s state.

In [2], it is advocated that for adaptive systems (of which agents are clearly a particularly interesting case) assurance methodologies should whenever possible imply not only detection but also recovery from software failures. In fact, though (at least in principle) a certified software should not fail, in practice serious software-induced incidents have been observed in certified critical systems. In [2] examples are produced concerning airplane and air traffic control, where failures are often due on the one hand to incomplete specifications and on the other hand to unpredictability of the environment.

In [6], which discusses medical robotic applications in human telesurgery, it is emphasized how such systems should be fail safe in the sense that, in the event of failure, should proactively respond so as to limit harm to other devices or danger to users.

Our methods in fact provide the possibility of correcting and/or improving agent’s functioning: the behavior can be corrected whenever an anomaly is detected, but can also be improved whenever it is acceptable, yet there is room for getting a better perfor-
mance. Counter measures can be object-level, i.e., related to the application, or meta-
level, e.g., replacing (as suggested in [2]) a software component by a diverse alternate.

A-ILTL constraints are defined over formulas of any underlying logic language \( L \),
and are rooted in the Evolutionary Semantics of agent programs [7]. We thus obtain a
fairly general setting, that could be adopted in several logic agent-oriented languages
and formalisms, such as, e.g., AgentSpeak (cf. [8, 9] and the references therein), DALI
[10–12]), GOAL [13, 14], and 3APL [15, 16].

In this paper, we show how A-ILTL temporal constraints may be used to check
for critical situations and to enforce suitable reaction patterns for achieving recovery.
The novelty of the approach is in the following aspects. (i) A-ILTL temporal constraints
constitute a device for run-time self-monitoring which can be completely integrated into
agent programs and their semantics. I.e., there is no separate monitor which examines
a “trace” of observations performed on the agent’s behavior. (ii) Self-recovery/repair
is encompassed in the approach. (iii) The semantic integration into the Evolutionary
semantics is devised such that there is no need to implement a full temporal-logic in-
ference engine, at least if keeping the expressions to be checked reasonably simple. (iv)
Consequently, the complexity of check is reasonably low.

The paper is organized as follows. In Section 2 we recall the Evolutionary Seman-
tics. In Sections 3-4 we introduce the A-ILTL logic, also in relation to the Evolutionary
Semantics. In Section 5 we illustrate A-ILTL constraints and show by means of ex-
amples how such constraints can be exploited for runtime monitoring and self-repair
of agent systems. In Section 6 we briefly discuss the complexity related to run-time
constraint checking. Finally, in Section 7 we discuss related work and propose some
concluding remarks.

2 Evolutionary Semantics

The Evolutionary semantics (introduced in [7]) is meant at providing a high-level general
account of evolving agents, trying to abstract away from the details of specific
agent-oriented frameworks. We define, in very general terms, an agent as the tuple
\( \text{Ag} = \langle P_A, E \rangle \) where \( A \) is the agent name and \( P_A \) (that we call “agent program”, but
can be in turn a tuple) describes the agent according to some agent-oriented formalism
\( L \). \( E \) is the set of the events that the agent is able to recognize or determine (so, \( E \in-
cludes actions that the agent is able to perform), according to the specific agent-oriented
framework.

Let \( H \) be the history of an agent as recorded by the agent itself (in a form that
will depend upon the specific agent-oriented framework), i.e., \( H \) includes agent’s per-
ceptions and memories. For instance, in DALI the history consists of: the set \( Ev \) of
external and internal events, that represent respectively events that the agent presently
perceives of its environment, and events that the agent has raised by its own internal
reasoning processes; the set \( Act \) of the actions that the agent is enabled to perform at
its present stage of operation; the set \( P \) of most recent versions “past events”, which
include: previously perceived events, but also actions that the agent has performed (no-
notice that elements of \( Ev \) and \( Act \) will be transferred into \( P \) at the next stage); the set
\( PNV \) of previous instances of past events (e.g., \( P \) may contain the last measurements
of temperature while \( PNV \) may contain older ones), plus past constraints that specify interaction between \( P \) and \( PNV \).

We assume that program \( PA \) as written by the programmer is in general transformed into an initial agent program \( P_0 \) by means of an initialization step. When agent \( A \) is activated \( P_0 \) will go into execution, and will evolve according to events that either happen or are generated internally, to actions which are performed, etc., i.e., according to the evolution of \( H \).

Evolution in this setting is represented via program-transformation steps, each one transforming \( P_i \) into \( P_{i+1} \) according to \( H_i \), which is the partial history up to stage \( i \). The choice of which elements of \( H_i \) do actually trigger an evolution step is part of the definition of a specific agent framework.

Thus, we obtain a Program Evolution Sequence \( PE = [P_0, \ldots, P_n, \ldots] \). The program evolution sequence will imply a corresponding Semantic Evolution Sequence \( ME = [M_0, \ldots, M_n, \ldots] \) where \( M_i \) is the semantics of \( P_i \) according to \( L \). Notice in fact that the approach is parametric w.r.t \( L \).

**Definition 1 (Evolutionary semantics).** Let \( Ag \) be an agent. The evolutionary semantics \( \varepsilon^{Ag} \) of \( Ag \) is a tuple \( \langle H, PE, ME \rangle \), where \( H \) is the history of \( Ag \), and \( PE \) and \( ME \) are respectively its program and semantic evolution sequences.

The next definition introduces the notion of instant view of \( \varepsilon^{Ag} \), at a certain stage of the evolution (which is in principle of unlimited length).

**Definition 2 (Evolutionary semantics snapshot).** Let \( Ag \) be an agent, with evolutionary semantics \( \varepsilon^{Ag} = \langle H, PE, ME \rangle \). The snapshot at stage \( i \) of \( \varepsilon^{Ag} \) is the tuple \( \langle H_i, P_i, M_i \rangle \), where \( H_i \) is the history up to the events that have determined the transition from \( P_{i-1} \) to \( P_i \).

In [7], program transformation steps associated with DALI language constructs are defined in detail. They can easily be adapted to AgentSpeak [8, 9] as the two languages share a number of similarities. More generally however, in the specific agent setting under consideration an evolution step will occur at least whenever new events are perceived, reacted to, and recorded, and whenever an agent proactively undertakes measures to pursue its goals. An evolution step will possibly determine an update of the history, which is a part of the agent’s belief base\(^1\). Thus, each evolution step affects the belief or “mental” state of an agent. The evolutionary semantics may express for instance the notion of trace of a GOAL agent [13, 14] where agent program \( P_i \) encompasses the agent’s mental state and each evolution step, which in GOAL is called computation step is determined by a conditional action. For 3APL [15, 16], agent program \( P_i \) encompasses the agent’s initial configuration, and the related sets GR of goal rules, PR of plan rules, IR of interactive rules; the evolutionary semantics corresponds to a 3APL agent computation run, and evolution steps are determined by the 3APL transition system.

The semantics presented in [17] for Reactive Answer Set Programming, based upon “incremental logic programs” and “online progression”, brings some conceptual similarity with the (pre-existing) Evolutionary Semantics.

\(^1\) Equivalently, according to the specific agent framework with its own terminology, one may talk of an agent’s knowledge base
3 A-ILTL

For defining properties that are supposed to be respected by an evolving system, a well-established approach is that of Temporal Logic, and in particular of Linear-time Temporal Logics (LTL, cf., e.g., [18]). These logics are called ‘linear’ because (in contrast to ‘branching time’ logics) they evaluate each formula with respect to a vertex-labeled infinite path (or “state sequence”) $s_0s_1\ldots$ where each vertex $s_i$ in the path corresponds to a point in time (or “time instant” or “state”). In what follows, we use the standard notation for the best-known LTL operators.

An interval-based extension to the well-known linear temporal logic LTL is formally introduced in [19] where it is called A-ILTL for ‘Agent-Oriented Interval LTL’. Though, as discussed in [19], several “metric” and interval temporal logic exist, the introduction of A-ILTL is useful in the agent realm because the underlying discrete linear model of time and the complexity of the logic remains unchanged with respect to LTL. This simple formulation can thus be efficiently implemented, and is nevertheless sufficient for expressing and checking a number of interesting properties of agent systems.

Formal syntax and semantics of A-ILTL operators (also called below “Interval Operators”) are fully defined in [19]. A-ILTL expressions are (like plain LTL ones) interpreted in a discrete, linear model of time. Formally, this structure is represented by $\mathcal{M} = \langle N, I \rangle$ where, given countable set $\Sigma$ of atomic propositions, interpretation function $I : N \rightarrow 2^\Sigma$ maps each natural number $i$ (representing state $s_i$) to a subset of $\Sigma$. Given set $\mathcal{F}$ of formulas built out of classical connectives and of LTL and A-ILTL operators (where however nesting of A-ILTL operators is not allowed), the semantics of a temporal formula is provided by a satisfaction relation: for $\varphi \in \mathcal{F}$ and $i \in N$ we write $\mathcal{M}, i \models \varphi$ if, in the satisfaction relation, $\varphi$ is true w.r.t. $\mathcal{M}, i$. We can also say (leaving $\mathcal{M}$ implicit) that $\varphi$ holds at $i$, or equivalently in state $s_i$, or that state $s_i$ satisfies $\varphi$. A structure $\mathcal{M} = \langle N, I \rangle$ is a model of $\varphi$ if $\mathcal{M}, i \models \varphi$ for some $i \in N$.

Some among the A-ILTL operators are the following.

**Definition 3.** Let $\varphi \in \mathcal{F}$ and let $m$, $n$ be positive integer numbers.

$F_{m,n}$ (eventually (or “finally”) in time interval). $F_{m,n}\varphi$ states that $\varphi$ has to hold sometime on the path from state $s_m$ to state $s_n$, i.e., $\mathcal{M}, i \models F_{m,n}\varphi$ if there exists $j$ such that $j \geq m$ and $j \leq n$ and $\mathcal{M}, j \models \varphi$. Can be customized into $F_{m}$, bounded eventually (or “finally”), where $\varphi$ should become true somewhere on the path from the current state to the $(m)$-th state after the current one.

$G_{m,n}$ (always in time interval). $G_{m,n}\varphi$ states that $\varphi$ should become true at most at state $s_m$ and then hold at least until state $s_n$, i.e., $\mathcal{M}, i \models G_{m,n}\varphi$ if for all $j$ such that $j \geq m$ and $j \leq n$ $\mathcal{M}, j \models \varphi$. Can be customized into $G_{m}$, bounded always, where $\varphi$ should become true at most at state $s_m$.

$N_{m,n}$ (never in time interval). $N_{m,n}\varphi$ states that $\varphi$ should not become true in any state between $s_m$ and $s_n$, i.e., $\mathcal{M}, i \models N_{m,n}\varphi$ if there not exists $j$ such that $j \geq m$ and $j \leq n$ and $\mathcal{M}, j \models \varphi$. 

5
4 A-ILTL and Evolutionary Semantics

In this section, we refine A-ILTL so as to operate on a sequence of states that corresponds to the Evolutionary Semantics defined before. In fact, states in our case are not simply intended as time instants. Rather, they correspond to stages of the agent evolution. Time in this setting is considered to be local to the agent, where with some sort of “internal clock” is able to time-stamp events and state changes. We borrow from [20] the following definition of timed state sequence, that we tailor to our setting.

**Definition 4.** Let \( \sigma \) be a (finite or infinite) sequence of states, where the \( i \)th state \( e_i, e_i \geq 0 \), is the semantic snapshots at stage \( i \) \( e_i^{Ag} \) of given agent \( Ag \). Let \( T \) be a corresponding sequence of time instants \( t_i, t_i \geq 0 \). A timed state sequence for agent \( Ag \) is the couple \( \rho_{Ag} = (\sigma, T) \). Let \( \rho_i \) be the \( i \)-th state, \( i \geq 0 \), where \( \rho_i = (e_i, t_i) = (e_i^{Ag}, t_i) \).

We in particular consider timed state sequences which are monotonic, i.e., if \( e_{i+1} \neq e_i \) then \( t_{i+1} > t_i \). In our setting, it will always be the case that \( e_{i+1} \neq e_i \) as there is no point in semantically considering a static situation: as mentioned, a transition from \( e_i \) to \( e_{i+1} \) will in fact occur when something happens, externally or internally, that affects the agent.

Then, in the above definition of A-ILTL operators, it is immediate to let \( s_i = \rho_i \). This requires however a refinement: in fact, in a writing \( Op_m \) or \( Op_{m,n} \) occurring in an agent program parameters \( m \) and \( n \) will not necessarily coincide with time instants of the above-defined timed state sequence. To fill this gap, in [19] a suitable approximation is introduced.

We need to adapt the interpretation function \( I \) of LTL to our setting. In fact, we intend to employ A-ILTL within agent-oriented languages, where we restrict ourselves to logic-based languages for which an evolutionary semantics and a notion of logical consequence can be defined. Thus, given agent-oriented language \( L \) at hand, the set \( \Sigma \) of propositional letters used to define an A-ILTL semantic framework will coincide with all ground expressions of \( L \) (an expression is ground if it contains no variables, and each expression of \( L \) has a possibly infinite number of ground versions). A given agent program can be taken as standing for its (possibly infinite) ground version, as it is customarily done in many approaches. Notice that we have to distinguish between logical consequence in \( L \), that we indicate as \( \models_L \), from logical consequence in A-ILTL, indicated above simply as \( \models \). However, the correspondence between the two notions can be quite simply stated by specifying that in each state \( s_i \) the propositional letters implied by the interpretation function \( I \) correspond to the logical consequences of agent program \( P_i \):

**Definition 5.** Let \( L \) be a logic language. Let \( \text{Expr}_L \) be the set of ground expressions that can be built from the alphabet of \( L \). Let \( \rho_{Ag} \) be a timed state sequence for agent \( Ag \), and let \( \rho_i = (e_i^{Ag}, t_i) \) be the \( i \)-th state, with \( e_i^{Ag} = (H_i, P_i, M_i) \). An A-ILTL formula \( \tau \) is defined over sequence \( \rho_{Ag} \) if in its interpretation structure \( M = (N, I) \), index \( i \in \mathbb{N} \) refers to \( \rho_i \), which means that \( \Sigma = \text{Expr}_L \) and \( I : \mathbb{N} \rightarrow 2^\Sigma \) is defined such that, given \( p \in \Sigma, p \in I(i) \) iff \( P_i \models_L p \). Such an interpretation structure will be indicated with \( M^{Ag} \). We will thus say that \( \tau \) holds/does not hold w.r.t. \( \rho_{Ag} \).
A-ILTL properties will be verified at run-time, and thus they act as constraints over the agent behavior. In an implementation, verification may not occur at every state (of the given interval). Rather, sometimes properties need to be verified with a certain frequency, that can be specifically tuned to the various cases. Then, we have introduced a further extension that consists in defining subsequences of the sequence of all states: if \( Op \) is any of the operators introduced in A-ILTL and \( k > 1 \), \( Op^k \) is a semantic variation of \( Op \) where the sequence of states \( \rho_{Ag} \) of given agent is replaced by the subsequence \( s_0, s_{k_1}, s_{k_2}, \ldots \) where for each \( k_r, r \geq 1, k_r \mod k = 0 \), i.e., \( k_r = g \times k \) for some \( g \geq 1 \).

A-ILTL formulas to be associated to given agent can be defined within the agent program, though they constitute an additional but separate layer, composed of formulas \( \{ \tau_1, \ldots, \tau_l \} \). Agent evolution can be considered to be “satisfactory” if it obeys all these properties.

**Definition 6.** Given agent \( Ag \) and given a set of A-ILTL expressions \( A = \{ \tau_1, \ldots, \tau_l \} \), timed state sequence \( \rho_{Ag} \) is coherent w.r.t. \( A \) if A-ILTL formula \( G_{\zeta} \) with \( \zeta = \tau_1 \land \ldots \land \tau_n \) holds.

Notice that the expression \( G_{\zeta} \) is an invariance property in the sense of [21]. In fact, coherence requires this property to hold for the whole agent’s “life”. In the formulation \( G_{m,n,\zeta} \) that A-ILTL allows for, one can express temporally limited coherence, concerning for instance “critical” parts of an agent’s operation. Or also, one might express forms of partial coherence concerning only some properties.

An “ideal” agent will have a coherent evolution, whatever its interactions with the environment can be, i.e., whatever sequence of events arrives to the agent from the external “world”. However, in practical situations such a favorable case will seldom be the case, unless static verification has been able to ensure total correctness of agent’s behavior. Instead, violations will occasionally occur, and actions should be undertaken so as to attempt to regain coherence for the future.

A-ILTL rules may imply asserting and retracting rules or sets of object rules (“modules”). In this setting, assert and retract can be considered as special A-ILTL operators, for which a formal semantics is provided (cf. [19]).

### 5 A-ILTL for Monitoring Liveness and Safety Properties

In this section we illustrate the usefulness of A-ILTL constraints for defining and verifying liveness and safety properties in agent systems. In software engineering, liveness properties concern the progress that an agent makes and express that a (good) state eventually will be reached, while safety properties express that some (bad) state will never be entered. This implies that liveness is concerned with the evolution of a system, while in general safety is not: notice in fact that, paradoxically, doing nothing prevents bad states from being reached. Notice however that in our setting we restricted ourselves to monotonic state sequences based upon the evolutionary semantics, so that our agents evolve by definition. Notice that, if violated, liveness properties are violated in infinite

\(^2\)By abuse of notation we will indifferently talk about A-ILTL rules, expressions, or constraints.
time (a good state not yet reached might be in principle reached in the future) while safety properties are violated in finite time, in case a “bad” state is reached. It is widely acknowledged (cf., e.g., [22]) that any property can be expressed as a conjunction of a safety and a liveness property. In agents, “bounded” liveness is often more interesting than “pure” liveness: in fact, sometimes it does not suffice that a certain state might be reached in an indefinite future, as agents are situated real-time working entities that operate with limited computational resources and within deadlines. Bounded liveness properties are equivalent to safety properties that are violated whenever the desirable state is not reach withing the deadline. However, expressing such properties in the form of liveness properties is often more intuitive. A-ILTL operators can be defined either on finite intervals and then, to any practical extent, they define safety properties, or to infinite intervals (with no upper bound) thus defining liveness properties.

We employ in the examples a pragmatic form for A-ILTL expressions related to logic agent-oriented languages. In particular, we represent an A-ILTL expression in the form $OP(m, n; k)\varphi$ where: $m, n$ define the time interval where (or since when, if $n$ is omitted) expression $OP\varphi$ is required to hold, and $k$ (optional) is the frequency (in terms of states, or time instants) for checking whether the expression actually holds.

For instance, $EVENTUALLY(m, n; k)\varphi$ states that $\varphi$ should become true at some point between time instants (states) $m$ and $n$.

In rule-based logic programming languages, we may reasonably restrict $\varphi$ to be a conjunction of literals. In pragmatic A-ILTL formulas, $\varphi$ must be ground when the formula is checked. In fact, we allow variables to occur in an A-ILTL formula, to be instantiated via a context $\chi$ (we then talk about contextual A-ILTL formulas). Notice that, for the evaluation of $\varphi$ and $\chi$, we rely upon the procedural semantics of the ‘host’ language.

In the following, a contextual A-ILTL formula $\tau$ will implicitly stand for the ground A-ILTL formula obtained via evaluating the context. In [19] it is specified how to operationally check whether such a formula holds. This by observing that A-ILTL operators defined over finite intervals there is a crucial state where it is definitely possible to assess whether a related formula holds or not in given state sequence, by observing the sequence up to that point and ignoring the rest.

In runtime self-checking, as discussed above, an issue of particular importance in case of violation of a property is that of undertaking suitable measures in order to recover or at least mitigate the critical situation. Actions to be undertaken in such circumstances can be seen as an internal reaction to criticalities. More effective reaction can be defined if complex reactive features are available in the underlying language. In non-trivial cases, the issue of runtime recovery has a significant intersection (that had not been identified so far) with “Complex Event Processing” (CEP), which is an emergent relevant new field of software engineering and computer science [23]. In fact, a lot of practical applications have the need to actively monitor vast quantities of event data to make automated decisions and take time-critical actions [24–27] (cf. also the Proceedings of the RuleML Workshop Series). Many of the current approaches to CEP are declarative and based on rules, and often on logic-programming-like languages and semantics: for instance, [24] is based upon a specifically defined interval-based Event Calculus [28]. In logical agents, [29–31] tackled the issue of complex reactivity, by
considering the possibility of choosing among different possible reactive patterns also by means of complex preferences. In the present paper, we show by means of examples how kinds of A-ILTL constraints exploiting complex reactivity can be useful in runtime recovery. For lack of space reactive patterns will be discussed informally in relation to examples.

Below is the general form of an A-ILTL constraint with a reactive component that we call recovery pattern.

**Definition 7.** A reactive A-ILTL rule is of the form (where \( M, N, K \) can be either variables or constants)

\[
OP(M, N; K) \varphi :: \chi \div \rho
\]

where:(i) \( OP(M, N; K) \varphi :: \chi \) is a contextual A-ILTL formula, called the monitoring condition, that should involve the observation of either external or internal events; (ii) \( \rho \) is called the recovery component of the rule, and it consists of a complex reactive pattern.

Whenever the monitoring condition (automatically checked at frequency \( K \)) is violated (i.e., it does not hold) within given interval, then the recovery component \( \rho \) is executed. Syntax and semantics of reactive patterns usable in the recovery component will depend upon the underlying language \( L \). In the examples, we adopt a sample syntax suitable for logic-programming-based settings.

Consider for instance the example of a controller agent that has to keep the temperature in a certain time frame (say between 8 a.m. and 5 p.m.) in the range 19–21 (Celsius degrees). In this case, the measure temperature of temperature implies sensing actions to be performed with a sampling period by the agent. If the condition is violated, a reaction should try to restore the wished-for situation. We assume in fact to be in a smart building, where the temperature is monitored by intelligent agents, and where each agent tries to select, in order to modify the temperature, the best suitable energy source: for instance, according to present circumstances, an agent might select the less expensive font of energy or, in case of a measure significantly different from wished-for values, the font which guarantees the most efficient correction. Notice that in the course of time different fonts of energy can be deemed to be the best choice. At each check (where in fact the A-ILTL constraints is dynamically checked at the specified frequency, or at a default frequency in case none is provided) we assume that the best choice can determined by means of an application-dependent decision procedure. So, in given interval, the monitoring condition will sometimes succeed (the temperature is within range, then nothing is done) and will sometimes fail. In the latter case, the font of energy \( S \) which is deemed more effective (in terms of cost and/or efficiency) in that moment is determined, and used in order to suitably affect the temperature and try to keep it within the specified range (where \( modify\_temperature_C(S) \) is a goal, involving appropriate actions). In A-ILTL, this can be formalized as follows by exploiting complex preferences introduced in [32]. As there are no variables, context is omitted.

\[
\text{ALWAYS}\{8:00\ a.m.,\ 5:00\ p.m.;\ \text{10m}\} 19 \leq \text{temperature} \leq 21 \div \text{modify\_temperature}_C(S),\ S \in \{\text{external\_electricity},\ \text{gas},\ \text{solar\_panel\_electricity} : \text{most\_effective}\}
\]
The next example is a meta-statement expressing the capability of an agent to modify its own behavior. In case a goal $G$ has not been achieved (in a certain context) because the allotted time has elapsed, then the recovery component implies replacing the planning module (assuming that more than one is available) and retrying the goal. We suppose that the possibility of achieving a goal $G$ is evaluated w.r.t. a module $M$ that represents the context for $G$ (notation $P(G, M)$, $P$ standing for ‘possible’). Necessity and possibility evaluation within a reasonably complex framework has been discussed in [30]. In case the goal is still deemed to be possible but has not been achieved before a certain deadline, the reaction consists in substituting the present planning module and re-trying the goal.

$$\neg\text{NEVER goal}(G), \quad \text{eval_context}(G, M), P(G, M), \text{timed_out}(G), \text{not achieved}(G) \Downarrow \text{replace_planning_module, retry}(G)$$

It can be useful to define properties to be checked upon arrival of event sequences, of which however only relevant events (and their order) should be considered. To this aim we introduce a new kind of A-ILTL constraints, that we call Evolutionary A-ILTL Expressions. To define partially known sequences of any length, on the line of dynamic logic [33] we admit for event sequences a syntax reminiscent of regular expressions so as to specify irrelevant/unknown events, and repetitions. In particular, event expressions (and, analogously, action expressions) may be primitive events $e$, sequences of event expressions $e_1; e_2; \ldots$, zero or more iterations of an event expression $e^\ast$, or a choice among event expressions $e_1 + e_2 + \ldots$. We also admit “wild cards”, i.e., variables (starting with uppercase) to stand for unknown events/actions.

**Definition 8 (Evolutionary A-ILTL Expressions).** Let $S^{\text{Ep}}$ be a sequence of past events, and $S^F$ and $J^F$ be sequences of events. Let $\tau$ be a contextual A-ILTL formula $Op \varphi :: \chi$. An Evolutionary LTL Expression $\varphi$ is of the form $S^{\text{Ep}} : \tau :: S^F :: J^F$ where: (i) $S^{\text{Ep}}$ denotes the sequence of relevant events which are supposed to have happened, and in which order, for the rule to be checked; i.e., these events act as preconditions: whenever one or more of them happen in given order, $\tau$ will be checked; (ii) $S^F$ denotes the events that are expected to happen in the future without affecting $\tau$; (iii) $J^F$ denotes the events that are expected not to happen in the future; i.e., whenever any of them should happen, $\varphi$ is not required to hold any longer, as these are “breaking events”.

An Evolutionary LTL Expression can be evaluated w.r.t. a state $s_i$ which includes among its components the history of the agent, i.e., the list of past events perceived by the agent. A history $H$ satisfies an event sequence $S$ whenever all events in $S$ occur in $H$, in the order specified by $S$ itself.

**Definition 9.** An Evolutionary A-ILTL Expression $\varphi$, of the form specified in Definition 8: (1) holds in state $s_i$ whenever (i) history $H_i$ satisfies $S^{\text{Ep}}$ and $S^F$ and does not include any event in $J^F$, and $\tau$ holds or (ii) $H_i$ includes any event occurring in $J^F$ (the expression is broken); (2) is violated in state $s_i$ whenever $H_i$ satisfies $S^{\text{Ep}}$ and $S^F$ and does not include any event in $J^F$, and $\tau$ does not hold.
Operationally, an Evolutionary A-ILTL Expression can be finally deemed to hold if either the critical state has been reached and \( \tau \) holds, or an unwanted event has occurred. Instead, an expression can be deemed not to hold (or, as we say, to be violated as far as it expresses a wished-for property) whenever \( \tau \) is false at some point without the occurrence of breaking events.

The following is an example of Evolutionary A-ILTL Expression that might occur in an agent program installed on an autonomous robot working on batteries, and able to check its own charge level. The robot moves in some environment to perform some task. The following A-ILTL axiom states that after a battery recharge (indicated as a past event, postfix ‘\( P \)’) at time \( T \), the charge level should be sufficient for 6 hours despite a sequence of actions which can be considered to be ‘normal’ in relation to the robot’s task. These actions may for instance involve moving around, cleaning rubbish, delivering packages, etc. Instead, the charge level can be expected to be low in case of extensive usage actions, for instance in case of an exceptional unexpected event that requires the robot to increase its activities (e.g., drying water in case of a flooding from a broken pipe). There is a classification of what should be intended by ‘normal’ and ‘extensive’ usage.

\[
\text{recharge\_battery}_P : T : \text{ALWAYS}(T, T + 6\text{hour}) \text{ charge\_level}(L), L > \text{low} \quad \therefore \text{normal\_usage\_action}(\text{Act})* \therefore \text{extensive\_usage\_action}(\text{Act})*
\]

The above expression should be combined with another A-ILTL expression forcing recharge every six hours. The latter should state that if the last battery recharge \( \text{recharge\_battery}_P \) has occurred at time \( T \) which is more than six hours different from present time \( \text{now} \), then as a recovery the goal \( \text{recharge\_battery}_G \) must be set. Achieving this goal may require, for instance, reaching the nearest recharge station. Notice that, in this case, we have used an A-ILTL constraint as a programming construct, which however has a role in terms of assurance since it forces the agent to respect a timing which is essential for the system good functioning.

\[
\text{ALWAYS} \quad \text{recharge\_battery}_P : T, \text{now} - T > 6\text{hour} \div \text{recharge\_battery}_G
\]

Whenever an Evolutionary A-ILTL expression is either violated or broken, a reaction can be attempted aiming at recovering a desirable or at least acceptable agent’s state.

**Definition 10.** An evolutionary LTL expression with repair \( \varpi^r \) is of the form \( \varpi | \eta_1 || \eta_2 \) where \( \varpi \) is an Evolutionary LTL Expression adopted in language \( L \), and \( \eta_1, \eta_2 \) are atoms of \( L \). \( \eta_1 \) will be executed (according to \( L \)’s procedural semantics) whenever \( \varpi \) is violated, and \( \eta_2 \) will be executed whenever \( \varpi \) is broken. \( \eta_1 \) and \( \eta_2 \) are called countermeasures.

In previous example, whenever the robot detects a low level of charge, countermeasure \( \eta_1 \), taken in case of low battery under normal usage, may for instance imply alerting the user, as a fault either in the battery or in the recharge station can be hypothesized. Instead \( \eta_2 \), taken in case of low battery under exceptional usage, will simply imply the robot to resort to the recharge station. The overall expression will take the form:
recharge_battery:T : 
ALWAYS(T, T + 6hour) charge_level(L), L > low
| alert_user_possible_faultA || recharge_batteryA

6 Complexity of Check and Discussion

In this section we synthetically analyze the complexity of checking A-ILTL expressions. For lack of space, we cannot provide a detailed account. We make the simplifying assumption that all expressions are checked at the same frequency: i.e., the agent devotes with a certain periodicity some amount time to perform the check. Here we evaluate this amount. Let us assume to have $f$ A-ILTL expressions, and that the time for retrieving each expression from the computer memory is $m$. Thus, retrieving all expressions to be evaluated is $O(f \times m)$. Let $k$ be the number of the different A-ILTL operator occurring in the $f$ expressions. Let $if_{eval}$ be the time needed in order to understand whether each expression needs to be evaluated at the present state: this includes checking w.r.t. the crucial state and, in case of Evolutionary A-ILTL Expressions, checking the event sequence $S_{Ev}$ w.r.t. current agent’s history. Let $max_{eval}$ be the maximum time needed for the evaluation of each contextual A-ILTL formula $Op_\varphi :: \chi$. Let $if_{viol\ or\ broken}$ be the maximum time needed to state whether each Evolutionary A-ILTL Expressions is either violated or broken: this implies checking event sequences $S^E$ and $J^F$ w.r.t. current agent’s history.

Therefore, the total time to be spent for checking all A-ILTL Expression (in the worst case, where all of them are of the Evolutionary kind, and each of them needs to be evaluated at the present state) can be estimated to:

$$O((f \times m) + (f \times (if_{eval} + max_{eval} + if_{viol\ or\ broken})))$$

Then, for each expression which is either violated or broken, there will be a time spent in the recovery and countermeasure actions.

The relatively low complexity of check (which however requires to keep the number of A-ILTL expressions as low as possible, and to tune frequency carefully, according to the environment change rate) is due to the definition of A-ILTL in relation to the Evolutionary semantics: in fact, it is not needed to implement a temporal logic inference engine, rather to periodically check $Op_\varphi :: \chi$. This in the case of simple non-nested A-ILTL expressions. Introducing more complex expressions is a subject of future work.

7 Related Work and Concluding Remarks

In this paper, we have proposed A-ILTL runtime constraints for agents’ self-checking and monitoring. We have shown how to express via these constraints a number of useful liveness and safety properties. We have provided a semantic framework general enough for accommodating a number of agent-oriented languages, so as to allow A-ILTL constraints to be adopted in different settings. This work has been influenced by [34, 19, 35, 36].

We may easily notice similarities between A-ILTL constraints and event-calculus formulations [28]. Also, approaches based on abductive logic programming such as,
SCIFF (cf. [37] and the references therein) allow one to model dynamically upcoming events, and specify positive and negative expectations, and the concepts of fulfillment and violation of expectations. Reactive Event Calculus (REC) stems from SCIFF [38] and adds more flexibility by reacting to new events by extending and revising previously computed results. However, these approaches have been devised for static or dynamic checking when performed by a third party. Event sequences, the concepts of violated and broken expressions, complex reaction patterns, and independence of the underlying logic are however distinguished features of the proposed approach.

A well-established line of work concerning the use of temporal logic in order to define run-time monitors is discussed in [39] and the references therein. However, this work is not related to agents, and does not concern self-checking: in fact, they propose a rule-based temporal language for defining “monitors” which examine either on-line or off-line some kind of “observable trace” generated by the program under check. There is no notion of recovery in case malfunctioning should be detected.

The proposed approach has been experimented in the context of energy management in smart buildings [40]. Such intelligent control is dynamic by nature, and must fulfill real-time requirements: in fact, each building has its own dynamical thermo-physical behavior and is immersed in a dynamic environment where weather events change its energy footprint in function of time. The outcome of the experiments is encouraging, in the sense that adopting agents equipped with the proposed features allows for not only general but also local (room-by-room or area-by-area) control of energy saving according to user comfort requirements and preferences.

Future work includes refining A-ILTL constraints to adapt to different self-checking issues and contexts. As suggested in [2], a very interesting line of investigation concerns automated synthesis of runtime constraints from specifications but also from test results, extracting invariants expressing correct or critical situations.
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