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ABSTRACT

The identification of binding sites of transcription factors (TF) and other regulatory regions, referred to as motifs, located in a set of molecular sequences is of fundamental importance in genomic research. Many computational and experimental approaches have been developed to locate motifs. The set of sequences of interest can be concatenated to form a long sequence of length $n$. One of the successful approaches for motif discovery is to identify statistically over- or under-represented patterns in this long sequence. A pattern refers to a fixed word $W$ over the alphabet. In the example of interest, $W$ is a word in the set of patterns of the motif. Despite extensive studies on motif discovery, no studies have been carried out on the power of detecting statistically over- or under-represented patterns. Here we address the issue of how the known presence of random instances of a known motif affects the power of detecting patterns, such as patterns within the motif. Let $N_W(n)$ be the number of possibly overlapping occurrences of a pattern $W$ in the sequence that contains instances of a known motif; such a sequence is modeled here by a Hidden Markov Model (HMM). First, efficient computational methods for calculating the mean and variance of $N_W(n)$ are developed. Second, efficient computational methods for calculating parameters involved in the normal approximation of $N_W(n)$ for frequent patterns and compound Poisson approximation of $N_W(n)$ for rare patterns are developed. Third, an easy to use web program is developed to calculate the power of detecting patterns and the program is used to study the power of detection in several interesting biological examples.
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1. INTRODUCTION

The identification of binding sites of transcription factors (TF) and other regulatory regions, referred to as motifs, located in a set of molecular sequences is of fundamental importance in genomic research. A position weight matrix (PWM) that describes the alphabet distribution in each position of the motif is...
generally used to describe a motif. Many computational and experimental approaches have been developed to identify motifs. For example, Tompa et al. (2005) studied 13 motif finding algorithms, and brief descriptions of these algorithms were given. In addition to the algorithms studied in Tompa et al. (2005), many other motif finding algorithms are available (Bailey and Elkan, 1994, 1995; Lawrence et al., 1993; Liu, 1994; Liu et al., 2002).

One class of motif finding algorithms, for example, Weeder (Pavesi et al. 2004), is based on the idea of identifying over-/under-represented patterns. In this study, we clearly distinguish motifs from patterns. Motifs are described by PWM and are randomly inserted in the sequence. A pattern is defined as any specific word over the alphabet. Motifs and patterns each may also have different lengths. The comparative study of Tompa et al. (2005) indicated that the identification of over- and/or under-represented patterns in molecular sequences continues to play a key role in identifying motifs. The set of sequences of interest can be concatenated to form a long sequence of length \( n \). For a pre-defined candidate pattern \( W \) (whose sequence length maybe different from the motif length), the number of occurrences \( N_W(n) \) of \( W \) along the sequence and the corresponding p-value are calculated; in this article, we allow occurrences to overlap.

The p-value is the probability that there are at least (or at most) \( N_W(n) \) occurrences of \( W \) along random sequences of the same length for testing the hypothesis that the pattern is over- (or under-) represented. The random sequences should have similar statistical characteristics as the original sets of sequences.

Extensive studies have been carried out to estimate the p-value. One approach is to approximate the distribution of \( N_W(n) \) using a normal approximation for short to moderate length patterns and Poisson or compound Poisson approximations for rare patterns (Goddole, 1991; Karlin et al., 1992; Nuel, 2004; Regnier, 2000; Reinert and Schbath, 1998; Reinert et al., 2000, 2005; Robin and Daudin, 1999; Vergne and Abadi, 2008). Robin and Schbath (2001) studied the accuracy and computation time of various approximations using simulations and suggested guidelines for choosing the different approximations. Huang (2002) gave an upper bound for the normal approximation of \( N_W(n) \); Fu and Lou (2007) also presented an upper bound for the normal approximation of the distribution of the renewal count vector of word counts. Although these studies provided appropriate tools to approximate the p-values, these approximations are usually not accurate enough to rank the patterns. To overcome this problem, several computationally intensive methods have been developed to calculate the exact p-value for patterns using various computational methods (Nuel, 2006a,b, 2007; Ribeca and Raineri, 2008; Zhang et al., 2007). Boeva et al. (2007) developed a method to calculate the exact p-values for a group of patterns referred as cis-regulation modules (CRM). These developments made the p-value calculation of patterns feasible for relatively long sequences.

Despite the extensive studies of p-value calculation for the number of occurrences of one and/or multiple patterns under the independent identically distributed (i.i.d) or Markov models for the sequences, only simulation approaches have been used to evaluate the power of motif detecting methods. No systematic theoretical formulas are available for the power of detecting over-represented patterns when the sequence contain multiple incidences of motifs. The power of a test statistic is the probability that a pattern is declared as significant under the alternative hypothesis that random instances of a given motif are present in the sequences of interest. Note that we think of \( W \) being in the set of patterns generated by the PWM, most likely the dominant patterns. The power of a test statistic depends on several factors: (1) the distribution of the background sequence, referred to as the background model, (2) the PWM of the motif which describes the distribution of the alphabet at the different positions, referred to as the foreground model, (3) the density \( 1 - \lambda \) of the motif along the sequence of interest, and (4) the length \( n \) of the sequence region of interest. We will study how the power depends on these four factors.

The study of power in detecting patterns has several important implications. We assume that the background and foreground models are given. First, for given \( \lambda \) and \( n \), we can calculate the power of detecting a pattern. If the power is low, we should either increase the sequence length or enrich the density of the motif. Second, for a given sequence length \( n \), we can estimate the minimum motif density that is needed to have a certain power of detection. Third, for given motif density \( 1 - \lambda \), we can estimate the sequence length \( n \) needed to achieve a given power \( 1 - \beta \).

The major new contributions in the paper are the following. First, a hidden Markov model (HMM) is developed to model sequences with random instances of a motif and the HMM is used to study the power of identifying enriched patterns. Although the HMM was implicitly used for modeling motif occurrences along genomic sequences previously (Liu, 1994), it has not been used in the evaluation of statistical significance of pattern occurrences. Second, for frequent patterns, efficient computational formulas and algorithms for calculating the mean and variance of \( N_W(n) \) are derived, making the normal approximation of \( N_W(n) \) feasible.
Third, for rare patterns, we also derive easy to calculate formulas and computational algorithms for calculating the parameters in a compound Poisson approximation for $N_W(n)$. Although previous studies have developed computational methods for calculating the first and second order moments, as well as the exact distribution of $N_W(n)$ (Kleffe and Langbecker, 1990; Kleffe and Borodovsky, 1992; Shan and Zheng, 2009) for Markov sequences, they are not practical when the order of the Markov chain is higher than 3 (Nuel, 2006b). It is well known that for a sequence $L_i$, $i = 1, 2, \cdots$ generated by a HMM model with hidden process $X_i, i = 1, 2, \cdots, (X_i, L_i), i = 1, 2, \cdots$ form a Markov process. However, it is computationally expensive and sometimes impossible to calculate the probabilities of events related to $L_1, L_2, \cdots$ directly using existing formulas related to Markov sequences. We take advantage of the special features of the HMM model we develop in this paper and design efficient algorithms to calculate quantities of interest related to $N_W(n)$. Fourth, the methods developed in this article can be used to study the distribution of any patterns when random instances of motifs are present. Fifth, we develop easy to use software to calculate the power of identifying enriched patterns and sample size needed to achieve a given power.

The organization of the article is as follows. In Section 2, we present our formulation of the problem, a HMM to model the sequences when instances of a motif are known to be present, as well as methods for calculating the mean and variance of the number of occurrences of any patterns. We also present efficient computational methods for calculating the parameters involved in a normal approximation of $N_W(n)$ for frequent patterns and for a compound Poisson approximation of $N_W(n)$ for rare patterns. In Section 3, we provide easy to use software package for calculating the power of detecting patterns when instances of a motif are present, simulation results to validate the approximations, and applications to the identification of several interesting biological patterns. The details of the simulation studies are given in the Supplementary material, and the proofs of the propositions are given in the Supplementary Material (see online Supplementary Material at www.liebertonline.com).

2. PROBLEM FORMULATION, NORMAL APPROXIMATION FOR FREQUENT PATTERNS, AND COMPOUND POISSON APPROXIMATION FOR RARE PATTERNS

2.1. Problem formulation

We model the sequence data using three components: the background model, the foreground model for the motif, and the distribution of motifs along the sequence of interest.

First, we model the background sequence $B_1B_2\cdots B_n$ as independent identically distributed (IID) random variables taking $L$ different states $(0, 1, \cdots, L - 1)$ and $p_l = P(B_l = l)$. If we are only interested in purine or pyrimidine in each position, we can let $L = 2$. For nucleotide sequences with state space $(A, C, G, T)$, $L = 4$, and for amino acid sequences, $L = 20$.

Second, suppose that the motif is of length $K$. We use the product multinomial model to describe the motif as in Liu (1994). More specifically, at the $k$-th position of the motif, denote by $p_{i}^{(k)}, k = 1, 2, \cdots, K$, the probability that the base takes value $l$. We also assume that the motif positions are independent. The matrix $(p_{i}^{(k)})_{K \times K}$ is usually called the position weight matrix (PWM).

Third, we model the distribution of motifs as follows. With probability $\lambda$, a base with the background distribution is generated. With probability $1 - \lambda$, an instance of the motif of length $K$ is inserted and the $K$ bases are generated based on the PWM for the motif. Once an instance of the motif is generated, we move to the end of the instance of the motif to repeat this process again. This is done for convenience of the analysis. Note that the model described above was used to describe the sequences in Reinert et al. (2009).

Let $W$ be any pattern whose length may be different from the length of the motif. Let $Y_1, Y_2, \cdots$ be the sequence and $N_W(n)$ be the number of occurrences of pattern $W$ within $Y_1, Y_2, Y_n$. Our objective is to study the distribution of $N_w(n)$ for any pattern $W$ as well as the joint distribution of $(N_W(n), W \in S)$, where $S$ indicates any set of patterns.

2.2. Normal approximation for the numbers of occurrences of frequent patterns using hidden Markov models (HMM)

To study the limit distribution of $(N_w(n), W \in S)$, we reformulate the sequence using a HMM. We denote the underlying Markov chain (MC) by $Q_1Q_2\cdots Q_n\cdots$ and the MC is described as follows. The
states of the MC are \( \{F_0 = B, F_1, F_2, \ldots, F_K \} \), where \( B \) indicates the background and \( F_k \) \((1 \leq k \leq K)\) indicates the \( k \)-th position of the motif foreground. Conditional on \( Q_n = F_0, Q_{n+1} = F_0 \) with probability \( \lambda \) and \( Q_{n+1} = F_1 \) with probability \( 1 - \lambda \). Conditional on \( Q_n = F_k, 1 \leq k < K, Q_{n+1} = F_{k+1} \) with probability 1. Conditional on \( Q_n = F_K, Q_{n+1} = F_0 \) with probability \( \lambda \) and \( Q_{n+1} = F_1 \) with probability \( 1 - \lambda \).

The emission probabilities are given as follows. Given \( Q_n = F_k, 0 \leq k \leq K, Q_n \) emits \( Y_n = l \in (0, 1, \ldots, L - 1) \) with probability \( p_{l | k}^{(0)} \). For simplicity, we denote \( p_l^{(0)} = p_i \). The emission probability matrix is \( E = (p_l^{(0)})_{(K+1) \times L} \). Note that \( E \) is just the PWM plus the row corresponding to the background. Let \( Y_n, n = 1, 2, \ldots \) be the realized sequence of the hidden Markov model. The HMM model generates sequences with the same probability distribution as those described in the Subsection 2.1.

The following two propositions follows immediately from the basic theory of HMM (Rabiner, 1989).

**Proposition 2.1.** If \( 0 < \lambda < 1 \), then \( Q_1 Q_2 \cdots Q_n \cdots \) forms an irreducible Markov process with stationary distribution \( \pi = \frac{1}{\lambda + K(1 - \lambda)} (\lambda, 1 - \lambda, 1 - \lambda, \ldots, 1 - \lambda) \).

**Proposition 2.2.** For any pattern \( W = W_1 W_2 \cdots W_w \) of length \( w \), let \( N_W(n) \) be the number of occurrences of \( W \) within \( Y_1 \cdots Y_n \). Assume that the Markov chain \( Q_1 \cdots Q_n \) starts in the stationary distribution. Then

\[
E(N_W(n)) = (n - w + 1)P(W),
\]

where \( P(W) = \sum_{i=1}^{K} x(W_i^{(0)}(k)) \) and \( x(W_i^{(0)}(k)) = P(Y_1 Y_2 \cdots Y_i | W_1 W_2 \cdots W_i, Q_i = F_k, i = 1, 2, \ldots, w; k = 0, 1, \ldots, K \) can be calculated recursively using the following equations.

\[
x_{i+1}^{(W)}(0) = (x_i^{(W)}(0) + x_i^{(W)}(K))p_{W_{i+1}}^{(0)},
\]

\[
x_{i+1}^{(W)}(1) = (x_i^{(W)}(0) + x_i^{(W)}(K))(1 - \lambda)p_{W_{i+1}}^{(1)},
\]

\[
x_{i+1}^{(W)}(k) = x_i^{(W)}(k - 1)p_{W_{i+1}}^{(k)}, \quad k = 2, 3, \ldots, K.
\]

and

\[
x_1(0) = \frac{\lambda}{\lambda + K(1 - \lambda)}, \quad x_1(k) = \frac{(1 - \lambda)p_{W_1}^{(k)}}{\lambda + K(1 - \lambda)}, \quad k = 1, 2, \ldots, K.
\]

The following proposition shows that the covariance of the numbers of occurrences of any two patterns changes linearly with respect to the length of the sequence of interest \( n \). Its proof is similar to that of Theorem 12.2 in Waterman (1995), except that we change the Markov model to the HMM for the sequences. Thus, the proof is omitted.

**Proposition 2.3.** Let \( U = U_1 U_2 \cdots U_u \) and \( V = V_1 V_2 \cdots V_v \) with lengths \( u \) and \( v \), respectively, with \( u \leq v \). Let \( N_U(n) \) and \( N_V(n) \) be the numbers of occurrences of the corresponding patterns. Then

\[
\lim_{n \to \infty} \frac{\text{Cov}(N_U(n), N_V(n))}{n} = (\beta_{UV}(0)P(V_0 U) - P(U)P(V))
\]

\[
+ \sum_{j=1}^{u-1} (\beta_{UV}(j)P(U_j V) - P(U)P(V))
\]

\[
+ \sum_{j=1}^{v-1} (\beta_{UV}(j)P(V_j U) - P(U)P(V))
\]

\[
+ \sum_{j=0}^{\infty} \sum_{k=0}^{K} \sum_{m=0}^{K} x_u^{(U)}(m) \left( \beta_{mk}^{(j+1)} - \pi_k \right) P_k(V)
\]

\[
+ \sum_{j=0}^{\infty} \sum_{k=0}^{K} \sum_{m=0}^{K} x_v^{(V)}(m) \left( \beta_{mk}^{(j+1)} - \pi_k \right) P_k(U),
\]

where \( U_j V = UV_{u+j+1} \cdots V_v \) and we define the overlap bit \( \beta_{U,V}(j) = 1 \) if \( U_{j+1} = V_1, U_{j+2} = V_2, \ldots, U_{u} = V_{u+j}, 0 \leq j \leq u - 1 \) and \( \beta_{U,V}(j) = 0 \) otherwise. The concatenated sequence \( VU \) and \( \beta_{V,U}(j) = 0 \) are similarly defined. We also abbreviate \( P_k(U) = P(U_1 U_2 \cdots U_u | Q_1 = F_k) \), and \( P_k(V) \) is similarly defined. Moreover, \( \beta_{mk}^{(j+1)} \) is the \( j + 1 \)-step transition probability from \( m \) to \( k \) for the underlying Markov Chain \( Q_1 Q_2 \cdots \).
We shall see that all the quantities in Proposition 3 can be calculated efficiently using the same forward procedure for HMMs as for Proposition 2.2.

The following proposition shows that \((N_W(n), W \in S)\), where \(S\) is a set of patterns, is approximately normal. This fact follows directly from Theorem 12.5 in Waterman (1995). An upper bound on the distance for the approximation is available in Huang (2002).

**Proposition 2.4.** Let \(P(U)\) be the quantity as shown in Proposition 2.2 with \(W\) changed to \(U\), and \(C = (C_{U,Y})_{U,Y \in S}\) where \(C_{U,Y} = \lim_{n \to \infty} \text{Cov}(N_U(n), N_Y(n))/n\) as given in Proposition 2.3. Assume that \(0 < \lambda < 1\) and that \(C\) is non-degenerate. Then \((N_W(n) - nP(W))/\sqrt{n}\) converges in distribution to a multivariate normal distribution with mean 0 and covariance matrix \(C\).

Proposition 2.3 shows that we need to use \(d_{mk} = \sum_{j=0}^{\infty}(i_{mk}^{(j+1)} - \pi_k)\) when we calculate the covariance of the numbers of occurrences of patterns. The following proposition gives a simple way to calculate \(d_{mk}\). In the following, for any set \(A\), \(I(A)\) is the indicator function, which equals 1 when \(A\) is true, and 0 otherwise.

**Proposition 2.5.** Let \(A_j = \gamma^j_0\) and \(S_i = \sum_{j=1}^{i} (A_j - \pi_0)\), where \(\pi_0 = \frac{\lambda}{1 - \lambda}\). Then

1. For \(1 \leq i \leq K + 1\), \(S_i\) is given by
   \[\frac{\lambda}{1 - \lambda} (1 - \lambda^i) - i\pi_0.\]
2. \(S_i\) follows the recursive equation,
   \[S_i = \lambda S_{i-1} + (1 - \lambda) S_{i-k}, \quad i > K + 1.\]
3. Let \(\gamma = \lim_{i \to \infty} Si\) and \(d_{mk} = \sum_{j=0}^{\infty}(i_{mk}^{(j+1)} - \pi_k)\), \(m,k = 0,1, \ldots, K\). Then for any \(1 \leq k, m \leq K\),
   \[d_{0k} = \gamma - (K - k)\pi_0,\]
   \[d_{0k} = \frac{\gamma}{\lambda} - (\gamma - (K - m + k - 1)\pi_o) + I(k \geq m + 1),\]
   \[d_{0k} = d_{kk}.\]

From Lemma 12.1 in Waterman (1995), it is known that there exists constants \(C \geq 0, 0 \leq \rho < 1\) such that \(|A_j - \pi_0| \leq C\rho^j\). Therefore, the limit \(\gamma\) exists and for all \(N\),
   \[|S_N - \gamma| \leq C\rho^{N+1}/(1 - \rho).\]

Hence, \(\gamma\) can be approximated efficiently.

In the Supplementary Material, we present detailed proofs of the propositions and closed-form formulas for the mean and variance of the numbers of occurrences of patterns for the special case of \(K = 2\) (see online Supplementary Material at www.liebertonline.com).

2.3. Compound Poisson approximation for the number of occurrences of rare patterns

The normal approximation given in Subsection 2.2 is only appropriate for frequent patterns. For rare patterns, a compound Poisson approximation for \(N_W(n)\) is more suitable (Reinert and Schbath, 1998; Reinert et al., 2005; Schbath, 1995, 2000). In this subsection, we provide efficient formulas for calculating the parameters used in a compound Poisson approximation for \(N_W(n)\).

2.3.1. Poisson approximation for the number of clumps. The basic idea of the compound Poisson approximation is to divide the occurrences of pattern \(W\) into clumps, where a clump of pattern \(W\) is a maximum set of overlapping occurrences of \(W\). The number of clumps can be approximated by a Poisson distribution. We introduce the following notation for a word \(W = W_1W_2 \cdots W_p\):

- \(W^{(p)} = W_1W_2 \cdots W_p\): the \(p\)-th prefix of the word \(W\);
- \(P(W) = \{p \in \{1, 2, \ldots, w - 1\} : w_i = w_{i+p}, \quad vi = 1, 2, \cdots w - p\}\): referred to as the periods of \(W\);
- Principal periods \(P(W)\) are those periods that cannot be written as multiples of other periods.
Based on Theorem 6.6.4 of Reinert et al. (2005), we have the following proposition.

**Proposition 2.6.** Under the model in Subsection 2.1, the number of clumps \( N C_n(W) \) for a pattern \( W \) of length \( w \) within \( Y_1Y_2 \cdots Y_n \) can be approximated by a Poisson distribution with mean \( \Lambda(W) = (n-w+1)\mu(W) \), where \( \mu(W) \) is the probability that a clump of \( W \) occurs at a particular position (Reinert and Schbath, 1998; Reinert et al., 2005; Schbath, 1995), and

\[
\mu(W) = P(W) - \sum_{p \in \mathcal{P}(W)} P(W^{(p)}W).
\]

In our case, \( P(W) \) and \( P(W^{(p)}W) \) can be calculated using the recursive formula in Proposition 2.2.

2.3.2. The approximate distribution of the number of occurrences of pattern \( W \) in a clump. Next, we calculate the distribution of the number of occurrences of pattern \( W \) in each clump. Let \( \tilde{\mu}_j(W) \) be the probability that a clump with exactly \( j \) overlapping occurrences of \( W \) starts at a pre-specified position in the sequence. It was shown in Reinert and Schbath (1998) and Schbath (1995) that

\[
\tilde{\mu}_j(W) = P(C_j) - 2P(C_{j+1}) + P(C_{j+2}), \quad j = 1, 2, \ldots,
\]

where

\[
C_j = \{ W^{(p_1)}W^{(p_2)} \cdots W^{(p_{j-1})}W : p_1, p_2, \ldots, p_{j-1} \text{ are principal periods of } W \}\]

is the set of words which consist of exactly \( j \) overlapping occurrences of \( W \). For each combination of \( p_1, p_2, \ldots, p_{j-1} \) of principal periods of \( W \), the value of \( P(W^{(p_1)}W^{(p_2)} \cdots W^{(p_{j-1})}W) \) can be calculated using the recursive equations in Proposition 2.2.

2.3.3. Calculating the approximate distribution of the number of occurrences of pattern \( W \) using Panjer recursion. With the above preparations, we can calculate the approximate distribution of \( N_W(n) \) for rare patterns using Panjer recursion (Panjer, 1981). From Proposition 2.6, the number of clumps \( N C_n(W) \) for the pattern \( W \) can be approximated by a Poisson random variable with mean \( \Lambda(W) \). The probability that a clump with exactly \( j \) overlapping occurrences of \( W \) starts at a pre-specified position in the sequence is \( \tilde{\mu}_j = \tilde{\mu}_j(W) \). Note that the total number of occurrences of pattern \( Y_1Y_2 \cdots Y_n \) can be written as,

\[
N_n(W) = \sum_{i=1}^{NC_n(W)} Z_s,
\]

where \( Z_s \) is the number of occurrences of pattern \( W \) in the \( s \)-th clump. Thus, we have the following proposition for a compound Poisson approximation of \( N_W(n) \) for rare patterns. An upper bound for the distance between the true distribution and the approximation was given in Reinert and Schbath (1998), Reinert et al. (2005), and Schbath (1995).

**Proposition 2.7.** Under the model described in Subsection 2.1, the number of occurrences of a rare pattern \( W, N_W(n) \), can be approximated by a compound Poisson random variable

\[
\tilde{N}(W) = \sum_{j=1}^{\infty} \tilde{Z}_s,
\]

where \( \tilde{NC}(W) \) is a Poisson random variable with mean \( \Lambda(W) = (n-w+1)\mu(W) \) and

\[
P(Z_s = j) = \tilde{\mu}, j = 1, 2, \ldots.
\]

The probability of \( g_j = P(\tilde{N}(W) = j) \) can be calculated recursively by

\[
g_j = \frac{\Lambda(W)}{j} \sum_{i=1}^{j-1} i\tilde{\mu}g_{j-i}, \quad j = 1, 2, \ldots
\]

with the initial value of \( g_0 = e^{-\Lambda(W)} \); see Equation (2.3) in Willmot and Panjer (1987).
3. AN ONLINE PROGRAM FOR CALCULATING POWER, NUMERICAL STUDIES, AND APPLICATIONS

With the general formulation of motif occurrences, the theoretical formulas for the mean and covariance of the number of occurrences of patterns involved in the normal approximation of $N_P(n)$ for frequent patterns, and the equations for the parameters involved in the compound Poisson approximation of rare patterns, we develop a program that can calculate the power of detecting patterns when motif instances are present. Simulation studies are carried out to study the validity of our theoretical results and identify parameter regions where the theoretical results work the best. Finally, we give some real biological examples on identifying frequent and rare patterns.

3.1. A program for calculating the power of detecting patterns when motif instances are present

Although we do not have a closed formula to calculate the power of pattern detection for the general model, based on the results developed above, we provide an online computer algorithm to approximate the power, which is implemented at http://meta.cmb.usc.edu/motif_power/. The inputs of the program are:

1. The background nucleotide or amino acid frequencies of the sequence under study $p_l, l = 0, 1, \ldots L - 1$;
2. The nucleotide or amino acid frequencies at each position of the motif (PWM), $p_{1(l)}, l = 0, 1, \ldots L - 1, k = 1, 2, \ldots, K$;
3. The length of the sequence under study, $n$;
4. The probability of the background, $\lambda$;
5. A given pattern, $W$;
6. Type I error.

For each set of parameters, the program will output the mean and variance of the number of occurrences of the pattern $W$. Based on these quantities, the program gives suggestions whether normal approximation or compound Poisson approximation is more appropriate for calculating the power of detection. In our program, we suggest using normal approximation when the mean number of occurrences is greater than 500 and using compound Poisson approximation otherwise. This suggestion is the same as in Robin and Schbath (2001). The program outputs the power of detecting the pattern $W$ as over-represented. In addition, we also provide an option of calculating the sequence length needed to achieve a pre-specified power. In this case, the users need to input the pre-specified power.

3.2. Simulation studies

We carry out simulations to evaluate the validity of the theoretical results and our program. First, we consider the situation that there are $L = 2$ states, 0 or 1, at each position. Since the probability of motifs, $1 - \lambda$, is generally small, we choose $\lambda = 0.9, 1.0$ in our simulations. While the case $\lambda = 1$ is excluded in Propositions 1 and 2, analogous results to Propositions 3, 6 and 7 are well-known for this simple case that the sequence is composed of independent identically distributed letters (Reinert et al., 2005). We let the background probability of choosing 1, $p = P(B_1 = 1)$, to be 0.1, 0.5, and 0.7, respectively, to see the effect of $p$ on our theoretical results. The inserted motif is “11.” In the second simulation, we consider $L = 4$ states at each position intended to simulate nucleotide sequences. We denote the four states to be $(A, C, G, T)$ corresponding to the four nucleotide bases. The following three situations are considered: (1) uniform $P(l) = 1/4, l = A, C, G, T$; (2) GC rich: $P(A) = P(T) = 0.15, P(C) = P(G) = 0.35$; and (3) GC poor: $P(A) = P(T) = 0.35, P(C) = P(G) = 0.15$. We consider relative short patterns of length $K = 4$, (2a) “ACGT” with no principal periods, and (2b) “CGCG” with principal period 2. The third simulation is almost the same as the second simulation except that we consider relatively long motifs: (3a) “ACGTATC” with no principal periods and (3b) “AAGAAGAA” with principal periods $(3, 7)$. In all our simulations, the pattern of interest is the same as the inserted motif. The values of sequence length $n$ and the motif intensity $1 - \lambda$ are given in Supplementary Material (see online Supplementary Material at www.liebertonline.com).

We evaluate the theoretical results of Section 3 using three different criteria. The first criterion is to compare the theoretical variance of $N_P(n)$ given in Proposition 2.3 with the simulated variance. It is shown that they are close in all the simulations, indicating the general applicability of the results in Proposition 2.3.
However, we caution that theoretical upper bounds for the approximations are needed to determine the applicability of Proposition 2.3. The second criterion is to compare the normal approximation and the compound Poisson approximation with the simulated distribution of $N_{W}(n)$. It is shown that normal approximation is approximate in the first simulation when the pattern of interest is relatively common. Compound Poisson approximation is appropriate under the other cases of the simulations. Third, we compare the theoretical power using the corresponding approximate distributions with the simulated power. The simulation results are presented in Supplementary Material.

3.3. Biological examples

3.3.1. The power of detecting CpG enriched regions using normal approximation for $N_{W}(n)$. CpG dinucleotides play important roles in many biological processes including CpG methylation which can cause high mutation rate and modify chromatin structure (Nguyen et al., 2002; Takai and Jones, 2002). It has also been shown that methylation at non-promoter CpG islands (genomic regions with significantly enriched CpG dinucleotides) is associated with aging and cancer in human (Nguyen et al., 2002). Moreover, CpG islands have been shown to be associated with the origin of replication and to be frequently located at or near the transcription start sites of genes (Antequera and Bird, 1999). Therefore, the identification of CpG islands is an important problem.

Gentles and Karlin (1999) defined dinucleotide relative abundance as

$$\rho_{XY} = \frac{f_{XY}}{(f_X f_Y)^{1/2}},$$

where $f_{XY}$ is the dinucleotide frequency of $XY$ and $f_X$ is the nucleotide frequency for $X$. Then XpY enriched genomic regions are defined as those satisfying $f_{XpY}/(f_X f_Y)\geq 1.23$ (Gentles and Karlin, 1999). Since our mathematical model assumes an independent identically distributed model for the background sequence and does not consider other biological mechanisms such as methylation, we only consider organisms that do not show strong evidence of methylation (average $\rho \geq 0.90$) including C. elegans, D. melanogaster, and E. coli (Takai and Jones, 2002). The G + C content in these organisms are 0.36, 0.43, and 0.51, respectively. In this example, both the motif and the pattern are “CG.”

For each organism, we estimate the corresponding motif density $1 - \lambda$ so that $P_{CG} = 1.23$ using the equation

$$1.23 f_{CG} = P_{\lambda}(CG),$$

where $P_{\lambda}(CG)$ is defined in Proposition 2.2. The resulting estimated value of the motif density $1 - \lambda$, the average distance between the random instances of the inserted motif “CG,” and the sequence length needed to achieve 80% power (type I error 0.025 or 0.05) based on the normal approximation for $N_{CG}(n)$ are given in Table 1. The table shows that as the G + C content increases, the motif density $1 - \lambda$ needed to achieve the same relative dinucleotide abundance also increases and the sequence length needed to detect the enrichment of CpG islands decreases. Figure 1 (left) shows the power of detecting CpG islands with relative dinucleotide abundance of 1.23 versus the length of sequences for C. elegans, D. melanogaster, and E. coli, respectively (type I error 0.025), using the normal approximation. It can be seen that the power increases as the G + C content increases.

3.3.2. The power of detecting relative long patterns using the compound Poisson approximation. We then present three examples of detecting relative long patterns: a binding site of a transcription factor SP1, a zinc finger protein motif C2H2, and a structural motif.

A. The DNA binding site of transcription factor SP1 in human sequences: The human transcription factor SP1 binds to GC box promoter elements and then activates mRNA synthesis, for details of the biological properties of SP1, see UniProt at www.uniprot.org/uniprot/P08047. Thiesen and Bach (1990) studied the DNA binding site of SP1 and identified its PWM (Supplementary Material) (see online Supplementary Material at www.liebertonline.com). The DNA binding site is characterized as a GC rich domain (TRANSFAC 2.1.). The background frequencies for A, C, G, T are calculated from the human genome sequences. We consider the dominant pattern, “M = GGGCGGGGT,” of this motif.

B. The C2H2 zinc finger motif: Zinc finger proteins have several conserved sequences that could be classified into 8 fold groups: C2H2 like, Cag knuckle, Treble clef, Zinc ribbon, Zn/Cys6, TAZ2 domain like, Zinc binding loops, and Metallothionein (Krishna et al., 2003). The Human transcription factor SP1 has three
contiguous Zinc finger domains, known as the “C2H2” domain. We use MEME with default parameter values (Bailey and Elkan, 1994) to find a motif for the SCOP family g.37.1.1, which is described as “Classic zinc finger, C2H2”. There are 121 protein chains within the family according to version 1.71 of the SCOP database. The PWM of the motif with the smallest e-value is given in the Supplementary Material, and the dominant pattern is “M = CEICDRRFSRSDHLTRHIRIH.”

C. A structural alphabet motif: Several investigators encode the protein structure into structural alphabets and design computational structural alignment tools based on the alphabet sequences. For example, PBE (Tyagi et al., 2006), SARST (Lo et al., 2007), and SAFAST (Ku and Hu, 2008) defined alphabet sets by using the dihedral angle (ψ, φ). 3d-BLAST (Yang and Tung, 2006) and YAKUSA (Carpentier et al., 2005) defined the alphabet sets using the other dihedral angles (κ, z). These studies showed that the structural alphabet could represent the structural information. SAFAST (Ku and Hu, 2008) also provides an approach to find the protein structural motifs using MEME (Bailey and Elkan, 1994). Here we choose the protein structural alphabets of g.37.1.1 (C2H2 Zinc finger) from SAFAST (Ku and Hu 2008). MEME is then used to find the structural motif. The resulting PWM is given in the Supplementary Material, and the dominant pattern is “M = GHNACARQ.”

Figure 1 (right) gives the power of detecting the corresponding patterns as a function of motif density 1 − λ for the three cases respectively (type I error 0.025). For cases A and C, n = 10^4 and for case B, n = 10^8. The motif density that can be detected with the corresponding lengths can be identified from the figure.

4. CONCLUSION

In this article, we study the power of detecting certain patterns when random motif instances are present in a sequence of interest. Theoretical approximate formulas for the mean and covariance of the number of occurrences of patterns are obtained and simulation studies show that these formulas approximate their corresponding true values extremely well with a relative error less than 3% (data not shown). Simulations also show that when the mean number of occurrences of the pattern relatively large (e.g., ≥10) and sequence

<table>
<thead>
<tr>
<th>Organism</th>
<th>G+C content</th>
<th>Motif density (1−λ)</th>
<th>Distance</th>
<th>Sequence length (α = 0.025)</th>
<th>Sequence length (α = 0.05)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C. elegans</td>
<td>0.36</td>
<td>0.008</td>
<td>125</td>
<td>4719</td>
<td>3743</td>
</tr>
<tr>
<td>D. melanogaster</td>
<td>0.43</td>
<td>0.012</td>
<td>83</td>
<td>3147</td>
<td>2495</td>
</tr>
<tr>
<td>E. coli</td>
<td>0.51</td>
<td>0.016</td>
<td>63</td>
<td>2654</td>
<td>2101</td>
</tr>
</tbody>
</table>

FIG. 1. (Left) The power of detecting CpG island with relative dinucleotide abundance of 1.23 versus the sequence length for C. elegans, D. melanogaster, and E. coli, using the normal approximation. (Right) The power of detecting (a) the SP1 binding site (n = 10^4), (b) the zinc finger motif (n = 10^8), and (c) the structural motif (n = 10^8) versus the motif density 1 − λ using a compound Poisson approximation.
length is also large (e.g., \( \geq 1000 \)), our normal approximation for the number of pattern occurrences works well. However, our normal approximation does not work well when the number of occurrences of the pattern is relative small as shown in previous studies. For patterns with relatively low number of occurrences (e.g., the mean occurrence is less than 10), we develop formulas and computer algorithms to calculate the parameters involved in compound Poisson approximation, and it is shown that the approximation works well. According to the results derived from this study, we develop an easy to use web-based program for calculating the power of detecting certain patterns when random motif instances are present. As far as we are aware, no such programs are currently available.

In this study, we make several simplified assumptions, including (1) the background sequences are independent and identically distributed, (2) the motifs are randomly distributed along the sequence of interest, and (3) the motif is modeled by a multiplicative multinomial model. All these assumptions can be violated in reality. A commonly used sequence background model is the Markov chain (MC). Motifs can also be modeled as MC. The framework developed in this paper can be relatively easily extended to such situations without too much difficulty by considering \((Q_i, Y_i)\) as a MC with \(LK\) states. Let \(T\) be the transition matrix of this MC. The calculation of \(T^j, j = 1, 2, \cdots\) can be computationally expensive when \(LK\) is large. How to efficiently calculate these matrixes is a problem of future research. In this article, we assume that motif instances do not overlap to simplify our analysis. However, motif instances can overlap and there are potentially multiple motifs in real sequence data. How these complications affect the power of detecting over- and under-represented patterns need to be studied in the future.

In practical applications, the motif density \(1 - \lambda\) is usually unknown. One natural question is how we estimate \(\lambda\). Motif finding programs sometimes give an estimated value of \(\lambda\). If not, one approach is through moment estimation. We can first calculate the number of occurrences of the fixed pattern of interest in the sequences. Using the formula in Proposition 2.2, we can estimate \(\lambda\) by equating the theoretical expected count with the observed counts. When new sequences potentially containing the motif are available, we can calculate the power of detecting the motif using the estimated \(\lambda\).

In this article, we consider overlapping counts of the patterns of interest. Another interesting quantity is non-overlapping counts of the patterns (also called renewal counts), that is, when the pattern occurs at a position, we move to the end of the pattern to restart the counting process. Thus, the counted patterns do not overlap. The statistical properties of the renewal pattern counts when motifs are present is a topic of further study.

In summary, we provide the theoretical foundations and an easy to use web-based program for calculating the power of detecting certain patterns in sequences. This program provides a useful tool for researchers to see if the available sequences suffice for detecting the patterns of interests.
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