Accelerating molecular dynamics simulations by linear prediction of time series
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We present a molecular dynamics simulation scheme which allows to speed up molecular dynamics simulations by linear prediction of force time series. The explicit calculation of nonbonding forces is periodically replaced by linear prediction from past values. Applying our method to liquid oxygen consisting of flexible molecules we obtained real speedups between 5.4 and 6.5, compared to conventional molecular dynamics simulations. Here only the bond-stretching forces were calculated at each time step. We demonstrate that essential dynamical quantities, such as the mean-square displacement and the velocity autocorrelation function, are preserved. © 2003 American Institute of Physics [DOI: 10.1063/1.1559033]

I. INTRODUCTION

Molecular dynamics (MD) simulations of condensed matter systems have proved to provide valuable information for the interpretation of experimental data and for the development of theoretical models. Since the early days of MD simulations significant effort has been made to develop efficient simulation schemes which allow to extend the accessible time scale. Well-known examples are the multiple time step (MTS) methods developed by Streett et al.\textsuperscript{1,2} and Tuckerman et al.,\textsuperscript{3,4} but other approaches can be found as well.\textsuperscript{5–9}

The MTS simulation algorithm developed by Tuckerman and co-workers has the property of being symplectic, preserving thus the phase space volume of the simulated system. Since symplectic integrators have also the desirable property of ensuring long time stability of MD simulations, many articles have been devoted to the development of such integrators. Comparative studies of symplectic integrators can be found in the articles by Gray et al.\textsuperscript{10} and Skeel et al.\textsuperscript{11} Recent developments of efficient Verlet-type integrators have been published in Ref. 12.

A crucial point in developing efficient simulation methods is to recognize that, although the slower, large-amplitude motions are in most cases the interesting ones, the fast and more localized motions are nevertheless important and cannot simply be neglected. Because of the high atomic density in condensed matter systems slow motions due to soft forces and fast motions due to stiff forces cannot be disentangled. In the MTS method one exploits the fact that the “soft,” long-ranged forces, whose evaluation is the most time consuming part of an MD simulation, vary more slowly than “hard,” short-ranged forces. In the time-reversible and symplectic RESPA scheme developed by Tuckerman et al.\textsuperscript{1} the long ranged forces are updated less often than the short-ranged forces, and in the MTS method proposed by Streett et al.\textsuperscript{1,2} the long-ranged forces are in addition predicted on the basis of a Taylor expansion. The latter method is, however, not time-reversible.

Here we propose a method where soft, long-ranged forces are estimated on the basis of linear prediction of time series which is well established in the theory of signal processing.\textsuperscript{13} This means that we do not use a Taylor expansion to predict forces, but a prediction on a statistical basis. Although nonlinear estimators have proved to be useful in practice, linear estimators are most often used since they can be realized by very efficient algorithms.\textsuperscript{13–15} Moreover, they can be more directly related to stochastic models for time series, such as the autoregressive model.\textsuperscript{13,16} This model has been used recently to compute memory functions from MD simulations.\textsuperscript{17} Keeping in mind the limitation of long-time predictability of MD trajectories, which has been profoundly discussed in the context of Lyapunov instabilities,\textsuperscript{18} we try to model the short time evolution of the underlying force trajectory as close as possible to reality. The essential point is to intertwine these predictions with real MD simulations, such that long-time stability is assured.

II. THEORY

A. Linear prediction (LP)

Linear prediction\textsuperscript{13,19} is a method to estimate the value of a signal $x$ at time $t$ by a linear combination of values in the past. In the following it will always be assumed that $x(t)$ is a signal with zero mean. If the time parameter takes only discrete values, the linear predictor of order $P$ for the true value $x(t)$ is written as

$$\hat{x}(t) = \sum_{n=1}^{P} a_n x(t-n\Delta t).$$

(1)

Here $\Delta t > 0$ is the sampling interval. Defining the prediction
error \( \varepsilon(t) := x(t) - \hat{x}(t) \), the predictor weights \( \{a_n\} \) can be determined by the requiring that the time (or ensemble) averaged square of \( \varepsilon(t) \) is minimized,

\[
\langle \varepsilon^2(t) \rangle = \min\{a_n\}.
\]

The necessary condition for \( \langle \varepsilon^2(t) \rangle \) to have a minimum is that all partial derivatives with respect to the predictor coefficients vanish. This yields

\[
\left\langle x(t) - \sum_{n=1}^{P} a_n x(t-n \Delta t) \right\rangle x(t-k \Delta t) = 0, \quad k=1,...,P.
\]

The above relation states that the prediction error is uncorrelated ("orthogonal") to the \( P \) preceding values of the signal in the past. Introducing the autocorrelation function,

\[
r(t_1,t_2) := \langle x(t_1)x(t_2) \rangle,
\]

and assuming a stationary process, such that \( r(t_1,t_2) = r(t_1-t_2,0) = r(t_2-t_1,0) = r(|t_2-t_1|) \), Eq. (3) can be written in the compact form,

\[
\sum_{j=1}^{P} r(|i-j| \Delta t) a_j = r(i \Delta t), \quad i=1,...,P.
\]

One obtains thus a system of \( P \) linear equations for the \( P \) predictor coefficients \( \{a_n\} \). Equation (5) is known as the Yule–Walker equation.\(^{13,16}\). It should be noted that the matrix of coefficients has Toeplitz-form. This fact has been exploited to develop efficient methods for the calculation of the predictor coefficients from a given sequence \( r(i \Delta t)(i = 0,...,P) \) of the autocorrelation function.

Since stationarity of \( x(t) \) has been assumed, the mean-square prediction error becomes time independent and is given by

\[
\langle \varepsilon^2 \rangle = r(0) - \sum_{n=1}^{P} a_n r(n \Delta t).
\]

To obtain this expression one uses the definition of \( \varepsilon(t) \) together with the orthogonality relation (3).

### B. Determination of the predictor weights

When predictor coefficients for linear prediction of forces are to be determined from MD trajectories one must realize that the predictor coefficients for physically identical atoms are the same. Each of the \( 3N \) individual force trajectories in a simulation, \( N \) being the number of physically equivalent atoms, can be viewed as a section of one generic force trajectory, \( f(\tau) \). The goal is not to determine for each atom and each force component a set of predictor coefficients which is optimal for the respective trajectory, but a set which gives on average good predictions for all \( 3N \) trajectories. To determine the predictor weights we use linear regression\(^{19}\) which allows us to capture as many features of the dynamical system as possible in a finite set of observations.

If \( k \) enumerates the observations \( (k = 1,...,M) \), we define \( j_k \) to be a randomly chosen component of the \( 3N \) force trajectories under consideration and \( t_k \) a randomly chosen point on the time axis. We have \( 1 \leq j_k \leq 3N \) and \( P \Delta t \leq t_k \leq (N, -1) \Delta t \), where \( N_i \) is the number of time steps in the input trajectory. For each choice of \( t_k = (k-1) \Delta t \), one must dispose of \( P \) preceding values of the force. Therefore the lower limit for \( t_k \) is \( P \Delta t \).

Now we define the \( M \)-dimensional vector of observations,

\[
f := [f_{j_1}(t_1),...,f_{j_M}(t_M)]^T,
\]

and the \( M \times P \) matrix \( F \),

\[
F := \begin{bmatrix}
f_{j_1}(t_1-\Delta t) & \cdots & f_{j_1}(t_1-P \Delta t) \\
\vdots & & \vdots \\
f_{j_M}(t_M-\Delta t) & \cdots & f_{j_M}(t_M-P \Delta t)
\end{bmatrix}.
\]

With \( a = [a_1,...,a_P]^T \) we try to find \( a \) such that

\[
f = Fa,
\]

where "\( \approx \)" stands for "as close as possible to" in a least-squares sense. The predictor coefficients are now determined from the condition

\[
\|f - Fa\|^2 = \text{Min}(a).
\]

The unique solution of minimum norm of Eq. (10) is given by

\[
a_{\text{opt}} = F^+ \cdot f,
\]

where \( F^+ \) is the generalized inverse of \( F \).\(^{22}\) The solution as given by Eq. (11) is also the unique solution if all columns in \( F \) are linearly independent. In this case we have

\[
F^+ = (F^T \cdot F)^{-1} \cdot F^T,
\]

and \( a_{\text{opt}} \) is the solution of the well-known Gaussian normal equations,

\[
(F^T \cdot F) \cdot a = F^T \cdot f.
\]

Using the structure of the matrix \( F \) as given by Eq. (8) shows that the elements of the \( P \times P \) matrix \( F^T \cdot F \) are proportional to an estimator for the autocorrelation function \( r(t) \) of the generic time series \( f(\tau) \). Defining

\[
R := \frac{1}{M} F^T \cdot F,
\]

and assuming a (wide-sense) stationary process for the generic time series \( f(\tau) \), we have

\[
R_{ij} = \frac{1}{M} \sum_{k=1}^{M} f_{j_k}(t_k - i \Delta t) f_{j_k}(t_k - j \Delta t) \approx r(|j-i| \Delta t).
\]

The above considerations show that the Gaussian normal equations lead to numerical problems if the columns of \( F \) become linearly dependent (or almost linearly dependent). In this case \( F^T \cdot F \) is (almost) singular. A numeri-
cally stable approach is to use singular value decomposition (SVD). The matrix \( \mathbf{F} \) is then decomposed as

\[
\mathbf{F} = \mathbf{U} \cdot \mathbf{D} \cdot (\mathbf{\eta}_1, ..., \mathbf{\eta}_Q, 0, ..., 0) \cdot \mathbf{V}^T,
\]

where \( \mathbf{U} \) and \( \mathbf{V} \) are orthogonal matrices of dimensions \( M \times M \) and \( P \times P \), respectively, and \( \mathbf{D} \) is an \( M \times P \) diagonal matrix containing \( Q \) nonzero elements \( \mathbf{\eta}_k (k = 1, ..., Q) \) with \( \mathbf{\eta}_k > 0 \). Using SVD, the pseudoinverse of \( \mathbf{F} \) reads

\[
\mathbf{F}^+ = \mathbf{V} \cdot \mathbf{D}^T \cdot (\mathbf{\eta}_1^{-1}, ..., \mathbf{\eta}_Q^{-1}, 0, ..., 0) \cdot \mathbf{U}^T.
\]

If the columns of \( \mathbf{F} \) are linearly independent we have \( Q = P \), and with Eq. (15) we can write

\[
\mathbf{R} = \mathbf{V} \cdot \text{diag} \left( \frac{\mathbf{\eta}_1^2}{M}, ..., \frac{\mathbf{\eta}_Q^2}{M} \right) \cdot \mathbf{V}^T.
\]

The squares of the singular values of \( \mathbf{F} \) are thus proportional to the positive eigenvalues (principal components) of the estimated autocorrelation matrix given in Eq. (15).

III. THE ALGORITHM

In the following we present a MD simulation scheme in which the explicit calculation of “soft” forces is periodically replaced by linear prediction from past values. “Hard,” rapidly varying forces are computed explicitly at each time step. The corresponding notation is \( f_i^t \) and \( f_i^h \), respectively. In the following we associate the hard forces with bond-stretching forces (“bonding forces”) and the soft forces with Lennard-Jones forces (“nonbonding forces”).

A. Preparation phase

The first step in the preparation phase consists in a conventional MD simulation. In the work presented here we use the leapfrog integration scheme,

\[
v_i(t + \Delta t/2) \rightarrow v_i(t - \Delta t/2) + \frac{\Delta t}{m} (f_i^h(t) + f_i^f(t)),
\]

\[
r_i(t + \Delta t) \rightarrow r_i(t) + \Delta t v_i(t + \Delta t/2).
\]

The index \( i \) runs over all \( 3N \) Cartesian coordinates, \( \Delta t \) is the simulation time step, and \( m \) is the mass of the atoms considered.

During the initial MD phase we record for each Cartesian component of the soft, nonbonding forces about hundred consecutive trajectory segments of length \( P + 1 \) from which the system of equations (9) is constructed. An important technical point is that the calculation of predictor coefficients should be based on smooth force trajectories. In MD simulations one uses typically a cutoff for the calculation of nonbonding forces, in order to save computer time. Therefore, the corresponding force time series exhibit small nonphysical variations one uses typically a cutoff for the calculation of non-bonding forces by two orders of magnitude, which has a clear impact on the stability and the efficiency of the simulation scheme. Therefore, the vector of observations \( \mathbf{f} \) and the matrix \( \mathbf{F} \), defined in Eqs. (7) and (8), respectively, are not directly constructed from the MD trajectory, but from smooth trajectory segments which are constructed separately. For this purpose we compute for each atom \( \alpha \) trajectory segments of length \( P + 1 \) for the non-bonding force trajectory to which all atoms \( \beta \neq \alpha \) contribute which are initially within the cut-off, irrespective if they leave the cut-off sphere during the following \( P \) steps. Figure 1 illustrates this point. It shows the trajectory of a nonbonding force from a MD simulation together with the corresponding segments used to construct the system of Eq. (9). The example is taken from the application described below, where \( P = 4 \).

The choice of the dimensions \( M \) and \( P \) is motivated by the following considerations:

(a) \( M \) should be of the order of a few thousands in order to ensure good statistics, i.e., a representative description of the whole force trajectory. In practice, \( M \) is essentially limited by the available computer memory.

(b) To fix \( P \) we consider the speedup \( G \) of the method. Somewhat simplifying one can say that \( G = (N_{\text{pred}} + N_{\text{MP}})/(N_{\text{MD}}) \), where \( N_{\text{MD}} \) is the number of MD steps and \( N_{\text{pred}} \) is the number of predicted steps. In doing so, one neglects any overhead during the prediction phase, such as the calculation of hard (bonding) forces and the construction of Verlet neighbor lists. We note that the CPU time needed for prediction of the forces itself can be safely neglected. Therefore the ratio \( N_{\text{pred}}/N_{\text{MD}} \) should be as large as possible and \( N_{\text{MD}} \) should be as small as possible. It is well known that Lyapunov instabilities limit the long time predictability of the dynamics of many-body systems. Therefore \( N_{\text{pred}} \) is limited effectively to a few ten steps. On the other hand, each new prediction phase must start from a set of at least \( P \) real MD steps to avoid an exponential accumulation of errors. Therefore we may write

\[
G \approx 1 + \frac{N_{\text{pred}}}{P}.
\]
We found that the upper limit for \( N_{\text{pred}} \) is about 30 and the lower limit of \( P \) is 4 for the system presented below.

**B. Hybrid dynamics (HD) simulation**

The predictor weights obtained in the preparation phase are now used in a hybrid MD simulation scheme, which consists of periodic switching between longer intervals of partially predicted dynamics and shorter intervals of conventional MD.

1. **Prediction phase**

To integrate the equations of motions within the leapfrog scheme, we write

\[
v_i(t+\Delta t/2)\leftarrow v_i(t-\Delta t/2) + \frac{\Delta t}{m} (f_i^p(t) + \hat{f}_i^p(t)),
\]

\[
r_i(t+\Delta t)\leftarrow r_i(t) + \Delta t v_i(t+\Delta t/2),
\]

where \( f_i^p(t) \) are the hard, bonding forces, which are always explicitly computed, and \( \hat{f}_i^p(t) \) are the corresponding predicted soft, nonbonding forces,

\[
\hat{f}_i^p(t) = \frac{P}{3} \sum_{\alpha=1}^{P} a_\alpha f_{\alpha i}^p(n\Delta t), \quad i=1,..,3N.
\]

We recall that the predicted forces are always calculated from smooth force trajectory segments. Except for the first prediction phase, the latter are constructed during the respective preceding MD phase (see next step).

2. **MD phase**

During this phase \( P \) MD simulation steps are performed.

- **a. Scaling of the velocities:** Although the errors accumulated during the prediction phase are small, they lead nevertheless to a small drift of the total energy. To restore the correct total energy we adjust the kinetic energy \( E_{\text{kin}}(t) \) to the difference between the total (constant) energy \( E_{\text{total}} \) and the potential energy \( E_{\text{pot}}(t) \) after the first step of this phase. All velocities \( v_i(t) \) are multiplied by a corresponding scaling factor \( \chi \):

\[
v'_i(t) \leftarrow \chi v_i(t),
\]

where \( \chi \) is given by

\[
\chi = \left( \frac{E_{\text{total}} - E_{\text{pot}}(t)}{E_{\text{kin}}(t)} \right)^{1/2}.
\]

\( \chi \) is always very close to one (Fig. 6). Since the velocities for the computation of \( E_{\text{kin}}(t) \) are not immediately available within the leapfrog scheme they are computed from

\[
v(t) = \frac{v(t+\Delta t/2) + v(t-\Delta t/2)}{2}.
\]

- **b. Partial randomization of the velocities:** To ensure long-time stability of the simulation method, any accumulation of small systematic errors must be avoided. A simple way to achieve this is to partially randomize the particle velocities. Such a partial randomization can be realized by reducing all velocity components by a certain amount, and to add a corresponding stochastic component \( \delta v_i \), such that the average kinetic energy equals \( \frac{1}{2}Nk_BT \). Starting from the scaled velocities \( v'_i(t) \) introduced in Eq. (25) one computes new velocities,

\[
v''_i(t) = (1-Q)^{1/2} v'_i(t) + \delta v_i, \quad i=1,...,3N,
\]

where \( 0<Q<1 \). To keep the desired average kinetic energy the random contributions \( \delta v_i \) are chosen from a Gaussian distribution with zero mean and variance \( Q(k_BT/m) \). Once the corrected velocities \( v''_i(t) \) have been calculated, the corrected velocities at time \( t+\Delta t/2 \) are obtained via

\[
v'''_i(t+\Delta t/2) = v''_i(t) + \frac{\Delta t}{2m} \left( f_i^p(t) + f_i^p(t) \right).
\]

Note that the forces \( f_i^p(t) \) are here explicitly calculated.

- **c. Construction of smooth force trajectory segments:** During the MD phase smooth force trajectory segments are constructed to initiate the consecutive prediction phase. The approach is the same as in the preparation phase.

**IV. APPLICATION**

To demonstrate the efficiency of the simulation method described above we apply it to a simple model system consisting of 150 flexible oxygen molecules in the liquid phase at a temperature 73.0 K. Here the soft, nonbonding intermolecular forces are modeled by a Lennard-Jones potential \( (\epsilon = 0.8786 \text{ a.u.} \times \text{nm}^2/\text{ps}^2 \text{ and } \sigma = 0.2959 \text{ nm}) \), and the O–O stretching motions are described by a hard, harmonic force with a force constant \( k \) corresponding to a vibration frequency of \( \nu = 47.5 \text{ THz} \). The predictor weights have been determined using the least-squares algorithm described in Sec. II B, with \( M = 8000 \) for the number of observations. Each line of the system (9) has been chosen from an ensemble of 100 consecutive smooth segments for the 3N Cartesian components of the nonbonding forces. As already mentioned, the choice of \( M \) is not very important as long as \( M \) is large enough to allow for good statistics. In all results presented here the prediction order (as well as the length of MD phase) was chosen to be \( P = 4 \). We tested prediction

<table>
<thead>
<tr>
<th>Set No.</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
<th>( \langle \epsilon \rangle )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.908 291 293</td>
<td>-5.810 909 169</td>
<td>3.896 798 193</td>
<td>-0.994 206 850 4</td>
<td>8.696 98 \times 10^{-6}</td>
</tr>
<tr>
<td>2</td>
<td>3.913 087 725</td>
<td>-5.825 192 814</td>
<td>3.911 026 860</td>
<td>-0.998 947 783 1</td>
<td>9.558 06 \times 10^{-6}</td>
</tr>
<tr>
<td>3</td>
<td>3.912 751 015</td>
<td>-5.824 132 964</td>
<td>3.909 971 218</td>
<td>-0.998 617 145 6</td>
<td>8.943 10 \times 10^{-6}</td>
</tr>
<tr>
<td>4</td>
<td>3.913 527 766</td>
<td>-5.826 594 080</td>
<td>3.912 450 849</td>
<td>-0.999 411 842 7</td>
<td>9.342 93 \times 10^{-6}</td>
</tr>
<tr>
<td>5</td>
<td>3.908 286 315</td>
<td>-5.811 242 920</td>
<td>3.897 578 883</td>
<td>-0.994 649 829 1</td>
<td>9.577 80 \times 10^{-6}</td>
</tr>
</tbody>
</table>
intervals of \( N_{\text{pred}} = 24, 28, 32 \), providing a measured speedup of 5.4, 6.0, and 6.5, respectively. The singular value decomposition of the matrix \( F \) has been performed with a routine from the LAPACK library.\(^{25}\) For later analysis 50 ps trajectories were recorded, each of which was preceded by a stable simulation of 1 ns length. Table I shows the coefficients \( a_1, a_2, a_3, a_4 \) and the corresponding mean-square prediction error, \( \langle e^2 \rangle \), for five different random sets of Eqs. (9). The mean-square prediction error was computed from the input trajectory segments which served to establish the “training set” (9).

As already mentioned, long time stability is a problem one has to cope with when intertwining linear prediction of force time series with normal MD simulation. This effect can be corrected for by the randomization described above. We found that a randomization of 1\% (\( Q = 0.01 \)) is sufficient to guarantee long-time stability of the simulation, leaving nevertheless the dynamical properties of the system unchanged. To verify this point we considered the Fourier spectrum of the (average) velocity correlation function of the oxygen atoms, sometimes also called density of states (DOS),

\[
g(\omega) := \frac{1}{N} \sum_{t=1}^{N} \int_{0}^{\infty} dt \exp[-i \omega t] \langle \mathbf{v}_i(0) \cdot \mathbf{v}_i(t) \rangle, \tag{30}
\]

and the corresponding mean-square displacement,

\[
\text{MSD}(t) := \frac{1}{N} \sum_{i=1}^{N} \langle [\mathbf{r}_i(t) - \mathbf{r}_i(0)]^2 \rangle. \tag{31}
\]

Figure 2 shows the DOS computed from conventional MD and from our hybrid dynamics simulation scheme, using a randomization factor \( Q = 0.01 \). In the case of 4 MD and 24 prediction steps the results are very close to those obtained from conventional MD. For each length of the prediction phase the real speedups are given in the figure. The influence of increased randomization can be seen in Fig. 3. Here we have set \( Q = 0.05 \), leaving all other parameters unchanged compared to Fig. 2. For all parameter combinations a broadening of the DOS can be observed.

Figures 4 and 5 show the mean-square displacements corresponding to Figs. 2 and 3. Here no clear difference can be seen between the results for \( Q = 0.01 \) and \( Q = 0.05 \), except for the case of \( Q = 0.05 \) and the longest prediction interval, \( N_{\text{pred}} = 32 \). In the latter case not only the amplitude, but also the slope of the mean-square displacement are reduced.

The relation between scaling, randomization, and prediction length is illustrated in Fig. 6. It shows the distribution of the velocity scaling factor \( \chi \) introduced in Eq. (25) for different values of \( Q \) and different prediction lengths. It should be noted that the scaling factor is always close to one and approaches the ideal value of \( \chi = 1 \) with decreasing randomization and decreasing length of the prediction phase.

---

**FIG. 2.** Comparison of the density of states obtained by conventional MD simulation and from hybrid dynamics simulations. Results are shown for different lengths of the prediction phase, fixed length \( P = 4 \) for the MD phase, and a randomization factor \( Q = 0.01 \) for the velocities.

**FIG. 3.** As Fig. 1, but with a randomization factor \( Q = 0.05 \) for the velocities.

**FIG. 4.** Comparison of the mean-square displacement obtained by conventional MD simulation and from hybrid dynamics simulations. Results are shown for different lengths of the prediction phase, fixed length \( P = 4 \) for the MD phase, and a randomization factor \( Q = 0.01 \) for the velocities.
Figure 7 shows a comparison of the predicted and the corresponding “real” trajectory of a randomly chosen particle in which prediction has been replaced by normal MD simulation. It should be noted that the predicted trajectory not only reproduces the high frequency bond-stretching vibrations but also the slower drift of the particle.

To illustrate the impact of partial linear force prediction on collective quantities we show in Fig. 8 a zoom into the potential energy. The figure shows the evolution of the potential energy during the alternation of MD and prediction phases. For each simulation cycle we show also the corresponding values which are obtained if linear prediction is replaced by real MD simulation, i.e., if the initial common MD phase is continued.

Figure 9 gives finally an impression of the variation of the total energy compared to conventional MD. Due to the partial randomization of the velocities the total energy obtained from our hybrid MD method shows larger fluctuations, but the stability is exactly the same. In fact we found no stability problem for the longest simulations of about 1 ns.

V. DISCUSSION

We have demonstrated that linear force prediction combined with normal MD simulations and a minimal partial randomization of the velocities can be used as an efficient tool to simulate the dynamics of molecular liquids. For the system studied here we obtained speedups ranging between 5.4 and 6.5. Using an appropriate choice of the simulation parameters allows to preserve the characteristics of the short and the long time dynamics of the simulated system. The choice of the model system was motivated by the require-
moment that the atoms in the simulated system should exhibit at the same time diffusive motions known from simple liquids and fast vibrations due to chemical bonds. In MD simulations these motions are usually not considered by applying appropriate geometrical constraints. It is well known that such constraints have not only an impact on the dynamics but also on thermodynamic averages.\textsuperscript{26} In addition, imposing certain thermodynamic ensembles in a proper way is very difficult in presence of geometrical constraints.\textsuperscript{27} The method presented here offers the possibility to avoid constraints, yielding at the same time an even larger speedup.

It is worthwhile to compare the linear prediction of force time series as presented here to the extrapolation in terms of a discrete Taylor series (see, e.g., the MTS method by Streett \textit{et al.}\textsuperscript{12}). One knows from signal theory\textsuperscript{13} that a function $f(t)$ whose Fourier spectrum is bandwidth limited, such that $f(\omega) = 0$ for $|\omega| > \omega_c$, can be exactly predicted from an infinite set of past values if the sampling interval is sufficiently small,

$$f(t) = \lim_{P \to \infty} \sum_{n=1}^{P} (-1)^{n+1} \frac{P}{n} f(t-n\Delta t), \quad \text{if} \Delta t < \frac{\pi}{3\omega_c}. \quad (32)$$

The above expression corresponds to a Taylor series where all derivatives are replaced by corresponding differences constructed from the available time series for $f(t)$. Choosing a finite value for $P$, relation (32) can be interpreted as linear prediction with predictor coefficients,

$$a_n^{(P)} = (-1)^{n+1} \frac{P}{n}. \quad (33)$$

For $P=4$ one obtains in particular $\{a_n^{(4)}\} = \{4, -6, 4, -1\}$. These values may be compared to the predictor coefficients listed in Table I. One notes that the latter are similar but not close to the Taylor coefficients obtained from Eq. (33). Here “not close” means that typical differences between different sets of coefficients in Table I are clearly much smaller than the differences between these coefficients and the Taylor coefficients. Figure 10 illustrates the difference between linear prediction and Taylor extrapolation. It is obvious that prediction coefficients optimized for $P=4$ give much better predictions than the Taylor coefficients of the same order. One might think that increasing the order of the Taylor extrapolation could improve the results. Figure 10 shows that using $P=6$ instead of $P=4$ improves the prediction for a few steps, but becomes then even more rapidly unstable. This behavior is well known from polynomial extrapolation of continuous functions. Moreover, the order of the model should not increased too much since this reduces the efficiency of the prediction method. This aspect has been discussed in Sec. III A. In this context it is interesting to apply the linear prediction method as described in this paper to a function which is exactly known. The results for a “toy example” are shown in the Appendix. They confirm that linear predictors constructed by the regression method lead to very precise predictions.

We compared our simulation method also to a conventional MTS method. For this purpose we used the simulation program DL\textsc{poly}.\textsuperscript{28} The official release 2.12 offers the MTS algorithm by Streett \textit{et al.},\textsuperscript{1} with an extension by to Coulombic systems.\textsuperscript{29} Details are described in the user manual of DL\textsc{poly}. In conventional MTS algorithms the frequency for explicit calculation of forces is reduced when the distance between interacting particles exceeds a certain distance. One works with two update frequencies which are associated with corresponding minimal distances. To obtain a significant speedup the radius of the inner sphere, in which all interactions are computed explicitly, must be made as small as possible. Since our model system has a box size of 17.65 Å, and the cutoff distance for the Lennard-Jones forces was chosen to be 8.4 Å, we chose a radius of 3 Å for the innermost shell and an update interval of 5 MD steps for the outer shell. This gave a speedup of about two for the MTS algorithm imple-
mented in DL_POLY, using a Verlet neighbor list. Figure 11 shows the comparison of the mean-square displacements obtained from conventional MD with our program, from MD with DL_POLY, from MTS simulation with DL_POLY, and from our hybrid dynamics simulation scheme with a speedup of 5.4. The figure makes clear that the diffusion constant in case of the MTS simulation is strongly reduced. During the 50 ps simulation we used to compute the mean-square displacement depicted in Fig. 11 we observed also a systematic drift of kinetic energy from the low frequency band into the high frequency band of the DOS. This second observation can be related to the reduction of the mean-square displacement, since the latter is essentially dominated by the low-frequency part of the DOS. One important point should mentioned here: Ideally one should compare our MTS method with the “best” known MTS method—the time-reversible MTS RESPA method—using the same force splitting scheme. Time-reversible integrators are known to be yield trajectories which exhibit a better long-time stability than nonreversible ones. It can be envisaged to use our splitting method with the MTS RESPA method and also to use a cutoff-based splitting with our method. For more complex systems, such as liquid water and proteins, which exhibit also electrostatic interactions and fast molecular rotations, the cutoff splitting seems actually more suitable. In any case, the reader should not be left with the idea that the force splitting we use here is a priori essential for the method. Practical tests must show which force splitting method can or should be used.

Another point that should be addressed concerns the issues of time reversibility and symplecticity of our algorithm. All we can say is that our method is “statistically time reversible,” in the sense that the predictor coefficients for forward and backward motion are the same if the force trajectories can be considered as sections of a stationary stochastic process. In this case the coefficients for backward prediction follow the same Yule–Walker Eq. (5) as those for forward prediction, since the (force-) correlation function is invariant with respect to translation and reflection of the time axis.

Nothing strict can be said with respect to symplecticity. However, regarding Fig. 7 suggests that at least on the short time scale of the prediction phases our method gives trajectories which are as symplectic as any MD trajectory since the predicted and real trajectories are very close.

To summarize, we can say that linear prediction of trajectories, which relies on correlations in the signal, is more adapted to molecular dynamics trajectories than conventional prediction schemes based on Taylor series expansions. This fact has been exploited to combine the conventional MTS approach with prediction of the forces which are considered to be “slow.” Nevertheless the MD integrator we proposed here is certainly not yet an “all-purpose” integrator and the next obvious step is to apply it to polar liquids like water, which exhibit also electrostatic interactions and fast molecular rotations.
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APPENDIX: PREDICTION OF AN ANALYTICAL SIGNAL

To illustrate the application of linear prediction to a signal which is exactly known we consider the discrete function

\[ f(n) = \cos \left( \frac{2\pi}{T_1} n \Delta t \right) \sin \left( \frac{2\pi}{T_2} n \Delta t \right), \]  

(A1)

with periods \( T_1 = 2\pi/10, \) \( T_2 = 2\pi/100, \) and a sampling step of \( \Delta t = 0.001. \) To find an optimal linear predictor we follow the regression method described in Sec. II B. The vector \( \mathbf{f} \) defined by Eq. (7) is constructed from \( M = 100 \) randomly chosen observations, and the \( M \times P \) matrix \( \mathbf{F} \) defined by Eq.
the same predictor orders as in Fig. 12 and the same initial values. It can be seen that the relative reduction of the prediction error with increasing predictor order is the same as for the linear regression method, but the absolute error is about four orders of magnitude bigger. In spite of the different prediction errors the predictor coefficients are very close. For \( P = 4 \) we obtain, for example, \( \mathbf{a}_{\text{opt}} = (3.22968, -4.60226, 3.22968, -1.00000)^T \) from linear regression and \( \mathbf{a}_{\text{opt}} = (3.22966, -4.60220, 3.22966, -1.00000)^T \) from the Burg algorithm.
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**FIG. 13.** The same as Fig. 12, except that the predictor weights have been obtained by the Burg method.