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1. INTRODUCTION

With the emergence of real-time applications in wireless networks, delay guarantees are increasingly required. In order to provide support for delay sensitive traffic in such networks, an accurate evaluation of the delay is a necessary first step. Moreover, in the case of mobile ad hoc networks, a detailed understanding of the impact of both the underlying MAC and routing protocols on the delay characteristics is crucial, since the traffic routes consist of several wireless hops. In this paper, we address the problem of the analytical evaluation of the delay distribution in a multihop wireless network. We consider a wireless network with IEEE 802.11 MAC protocol [1] under the optimized link state routing (OLSR) protocol [2]. The routing protocol is a table-driven protocol that operates under periodic broadcast control packets. IEEE 802.11 is the most popular MAC protocol in wireless LANs and mobile ad hoc networks. The main channel access mechanism is the distributed coordination function (DCF), which is a carrier sense multiple access with collision avoidance (CSMA/CA) scheme. DCF was designed initially for asynchronous traffic and since it is a random access protocol it does not provide any guarantee for delay sensitive applications.

The performance of the 802.11 protocol in single-hop wireless networks has been addressed in the past in several papers. A simple analytical model of the 802.11 DCF access mechanism was introduced in [3] and was used to analyze the saturation throughput performance. The MAC layer service time was studied in [4], by expanding the previous model. The delay in both saturated and unsaturated networks was also studied in [5], where each node was modelled as a discrete time queue. Multihop delay was studied in [6], in the context of mesh networks.

In this work, we evaluate the 802.11 protocol performance in terms of delay in the context of wireless ad hoc networks. We focus on the asymptotic properties of the delay and we obtain both one hop and multihop analytical delay estimates. We show that the asymptotic delay distribution can be expressed as a power law. Based on the latter result, we present a cross-layer delay estimation protocol and we derive new delay-distribution-based routing algorithms, which are well adapted to the QoS requirements of real-time multimedia applications.

We take the slotted time approach of [3]. We denote by $W$ the end-to-end delivery delay of a packet. We analyze the delay distribution $P(W > T)$ and we show that in the case that
is large (i.e., several times the average delay) the probability $P(W > T)$ decays as a power law, namely in $O(T^{-a})$, where $a$ is a constant. In order to simplify the formula derivations, we perform the analysis under certain modelling assumptions. For instance, we use an $M/G/1$ queueing model for the nodes (a detailed description is provided in the methodology section), which cannot be considered a priori entirely realistic. However, we have verified via simulations that our model is pertinent and can accurately predict the shape of the node delay distributions in the domain of interest. Furthermore, the assumptions we make are not fundamental for our results, therefore we comment on plausible model generalizations whenever possible.

Based on the analysis, we present a cross-layer framework to evaluate the delay distribution $P(W > T)$ for any large $T$ and use it in order to find routes that satisfy given delay requirements. A delay oriented quality of service for a connection is generally expressed via a maximum acceptable delay $T$ and a maximum over-delay ratio $\epsilon$, specified by the application, requiring that during the connection the constraint $P(W > T) < \epsilon$ is verified. In general finding the optimal route that minimizes an over-delay ratio is NP-hard [7]. Nevertheless, the fact that the delay distribution at every node router is in power law allows us to specify a polynomial approximation algorithm with an error factor of $1 + O(T^{-1})$.

The rest of the paper is organized as follows. In Section 2, we present an overview of the IEEE 802.11 DCF mode. In Section 3 we introduce the general model framework and we analyze the one hop delay. The multipath delay distribution is derived in Section 4. In Section 5 we describe a cross-layer delay estimation protocol based on OLSR. In Section 6 we present some simulation results. Finally, in Section 7, we indicate how the previous analysis can be used in delay-distribution-based routing.

2. **802.11 DISTRIBUTED COORDINATION FUNCTION OVERVIEW**

The distributed coordination function (DCF) is the fundamental access method used in the IEEE 802.11 MAC protocol [1]. It is based on the carrier sense multiple access with collision avoidance (CSMA/CA) mechanism, which is designed to reduce the collisions due to multiple sources transmitting simultaneously on a shared channel. In the CSMA/CA protocol, a station transmits only if the medium is idle. The medium is considered as idle if it is sensed to be idle for a duration greater than the distributed inter-frame space (DIFS). If the medium is sensed as busy, the transmission is deferred until the end of the ongoing transmission. When the medium becomes idle after a busy period, the node does not transmit immediately, because multiple stations could have been waiting for the end of the transmission and may attempt to access the channel again at the same time. Therefore, the node starts a random wait by initializing its backoff timer. The backoff timer is randomly selected in an interval called the contention window and has the granularity of one slot. Every time the channel is sensed to be idle, the backoff counter is decremented. When the counter reaches zero, the node can start its transmission. If the channel is sensed as busy during the backoff procedure, the counter is frozen and then resumed when the channel becomes idle for a DIFS again. In spite of that, collisions can still occur. In order to reduce the probability of further collisions, the contention window is doubled after each collision to increase the random waiting time. The exponential backoff function is discussed in a more detailed manner in Section 3.2. To make sure that the transmitted frame has reached its destination, an acknowledgment frame is generated from the destination to the source.

The above carrier sense is called physical carrier sense because it is performed at the air interface. A virtual carrier sense is also possible in the DCF mode to resolve the problem of the hidden terminal. This problem occurs when two nodes that are not within hearing distance of each other create collisions at a third terminal that receives the transmission from both. The virtual carrier sense is performed at the MAC sub-layer. The channel is reserved before each transmission, so instead of transmitting the data frame after sensing that the channel is idle, the station sends an RTS (request to send) frame to the destination. The receiver replies by a CTS (clear to send) frame after which data transfer can start. However, the use of RTS/CTS frames imposes additional delay and bandwidth overhead. Therefore the RTS/CTS mechanism is recommended only for big packets.

3. **ONE-HOP DELAY DISTRIBUTION ANALYSIS**

3.1. **Methodology overview**

A wireless node can be seen as a buffer filled by incoming messages and with a single server that performs the CSMA/CA multiple access protocol. We model this system as an $M/G/1$ queue, that is, we assume

1. the input packet flow in the buffer is Poisson of rate $\lambda$;
2. service delays are independent.

In fact, the $M/G/1$ hypothesis is just a matter of simplifying approach. Since we are going to deal with heavy tailed distribution of service times, the consequence on queueing time distribution can be generalized to a much larger class of queueing models. For example, it is not necessary to assume independence between service times or to restrict to Poisson input in order to derive a power law queueing distribution, but in this case the coefficients change (see [8] for the case of a GI/GI/1 queue). Nonetheless, as we verify later in the simulations section, the $M/G/1$ hypothesis leads to satisfactory results.

3.2. **Service delay determination**

The IEEE 802.11 CSMA/CA protocol uses a rotating backoff where the nodes have to wait a random number of idle slots between transmission attempts. Let $C$ be the random variable that expresses the number of busy slots between two
consecutive idle slots. Let \( p(L) \) be the probability of collision that is experienced by packets, when the packet length is \( L \) (i.e., the physical transfer time of the packet in the channel, expressed in slots, which is proportional to its size in bits). The longer the packet is, the more likely it is to collide. We take the following assumptions.

1. Durations between successive idle slots are independent and identically distributed.
2. Collision events on successive transmissions are independent.

According to the CSMA protocol, the backoff counter is selected in an initial interval \( \{1, \ldots, W_{\text{min}}\} \). If a collision occurs the nodes select a new backoff number in an enlarged interval \( \{1, \ldots, 2W_{\text{min}}\} \). The backoff interval length is multiplied by two after each collision. The backoff interval length is reset to \( W_{\text{min}} \) for the next packet. In practice there is a maximum number of retries after which the packet is discarded in case of permanent failure. The default maximum retry is 7 and can lead to a delay on the order of seconds. Since this delay is larger than the maximum acceptable delay we think of regarding connection QoS, it does not practically matter to set the maximum number of retries to infinity.

Let \( C(z) \) be the probability generating function \( \sum_n P(C = n)z^{n+1} \), quantity \( C \) being expressed in slot duration. This generating function corresponds to the time needed for a backoff counter decrease, expressed by the random variable \( C + 1 \) (we add one slot to the quantity \( C \) for the decrease to be taken into account). Identity \( C(z) = z \) would mean that \( C = 0 \) always, that is, the channel is permanently sensed idle (note that in this case one slot is still needed for the counter decrease).

Let \( \beta(z, L, p, k) \) be the probability generating function of the service delay when the packet length is \( L \), the collision probability is \( p \), and the initial backoff interval is \( k \). The service delay of a packet corresponds to the time elapsed since it was extracted from the buffer until it is transmitted successfully. Therefore, it takes into account retranmissions due to collisions and it includes the time needed to access the channel (corresponding to the rotating backoff decrementation) plus the fixed packet transmission length.

We will express all these quantities using generating functions, starting from the time needed to access the channel, or equivalently the backoff counter decrease. As discussed earlier, each backoff decrease is expressed by the random variable \( C + 1 \), with generating function \( C(z) \). If the backoff counter is \( i \), the total time to access the channel is the time needed for \( i \) counter decreases, or the sum of \( i \) times the random variable \( C + 1 \). From the independence assumption it comes that in this case the channel access time can be expressed by generating function \( C(z)^i \). Since the initial backoff window is \( k \), and the backoff counter value is selected uniformly at random in the interval \( \{1, \ldots, k\} \) (we also take here into account the DIFS interval), the generating function of the total channel access time can be written as \( (1/k) \sum_{i=1}^{k} C(z)^i \), which results from the previous discussion by taking either possible value for \( i \) with probability \( 1/k \).

Once the channel is accessed, the time needed to transmit the packet is fixed and equal to \( L \), therefore it can be expressed by generating function \( z^L \). Hence the service time when no collision occurs comes from adding the previous two quantities, or equivalently the corresponding generating function is equal to the product of the above generating functions, that is,

\[
\frac{z^L}{k} \sum_{i=1}^{k} C(z)^i = \frac{C(z)^{k+1} - C(z)z^L}{C(z) - 1} \frac{1}{k}.
\]  

(1)

In order to account for packet collisions, we obtain the following recursion:

\[
\beta(z, L, p, k) = \frac{C(z)^{k+1} - C(z)z^L}{C(z) - 1} \frac{1}{k} \times (1 - p + p\beta(z, L, p, 2k)).
\]  

(2)

In case there is no collision (with probability \( 1 - p \)), the service delay corresponds to our previous calculations. The term \( \beta(z, L, p, 2k) \) is obtained from the case where there is a collision (with probability \( p \)), hence the procedure is repeated after doubling the backoff interval and this results in an additional service delay term.

The service delay probability generating function is

\[
\beta(z) = E[\beta(z, L, p(L), CW_{\text{min}})],
\]  

(3)

which is obtained by averaging on packet length \( L \) and collision probabilities \( p(L) \).

Figure 1 shows the 200 first coefficients of \( \beta(z) \) when \( C(z) = 0.8z + 0.2z^4, L = 4 \) and \( p = 0.3 \). In this theoretical example, the packet transferring time is 4 slots, and each decrementation of the backoff counter takes one slot with probability 80\% and 4 slots with probability 20\% (which means that the channel is busy with a packet transmission). The coefficients in this figure were obtained from numerical calculations using Maple, by iterating the recursive equation (2).

\textbf{Remark 1.} In case the RTS/CTS mechanism is used, the recursive equation (2) becomes

\[
\beta(z, k) = \frac{1}{k} \frac{C(z)^{k+1} - C(z)}{1 - C(z)} \times ((1 - p_1 - p_2)z^{rL} + (p_1z + p_2z^{rL})\beta(z, 2k)),
\]  

(4)

where \( r \) is the RTS transmission time, \( p_1 \) and \( p_2 \) are the collision probabilities on RTS and data frames, respectively.

Note that in general \( p_1 > p_2 \), due to the channel reservation.

The modified recursive equation consists again of a backoff decrementation term \((1/k)((C(z)^{k+1} - C(z))/(1 - C(z)))\), and there are two cases for the additional delay:

1. If there is no collision (with probability \( 1 - p_1 - p_2 \)) the delay is equal to the RTS plus the data frame transmission time (term \( z^{rL} \));

\textsuperscript{1} \( L \) can be adjusted to include \textit{AckTimeouts} too.
(ii) in case there is a collision on either an RTS frame (term $p_1 z^r$) or a data frame (term $p_2 z^{r+L}$) the procedure is repeated.

3.3. Delays including queueing

In order to compute the delay experienced by packets in the buffer, we take the formula for slotted M/G/1 for the queue delay probability generating function $q(z)$

$$q(z) = \exp \left( (\beta(z) - 1) \frac{1}{2} \right) \frac{(1 - \lambda \beta'(1))(1 - z)}{1 - z \exp \left( - (\beta(z) - 1) \lambda \right)}.$$  

(5)

This needs the provision that $\beta'(1)$ exists. We will see that this implies that $p < 1/2$. Similarly, for the existence of the $k$th moment of service time we need that $p < 2^{-k}$. If $\lambda \ll 1$ then we can replace (5) by

$$q(z) \approx \frac{(1 - \lambda \beta'(1))}{1 - (z/(1 - z))(1 - \beta(z))\lambda}.$$  

(6)

The generating function of the overall delay, so called one hop delay (queueing + service), of a packet of length $L$ with collision probability $p$, $w(z, L, p)$ satisfies the identity

$$w(z, L, p) = q(z) \beta(z, L, p, W_{\min}).$$  

(7)

Figure 2 shows the coefficients of $w(z)$ for $\lambda = 0.02$. Notice that $\beta'(1) = 22.939\ldots$.

3.4. Asymptotic analysis

We denote by $S$ the service time and $W$ the overall delay in a router. In this section we derive asymptotic estimates for the distributions of the above quantities by applying Flajolet-Odlyzko theorems [9]. The proofs are given in the appendix.

Theorem 1. The expansion for $z$ around 1 holds:

$$\beta(z, L, p, k) = 1 + (1 - z)v(1 - z) + (kC'(1)(1 - z))^B a(\log(1 - z)) + O((1 - z)^{B+1}),$$  

(8)

where $v(x)$ is a polynomial, $B = -\log_2 p$ assuming that $B$ is not integer, and $a(x)$ is a periodic function of period $\log 2$ with small fluctuation.

Theorem 2. The probability that the service time is greater than $T$, for $T$ large is

$$P(S > T) = (W_{\min} C'(1))^B a^*(\log T)T^{-B} + O(T^{-B-1}),$$  

(9)

where $a^*(x)$ is also a periodic function of period $\log 2$ with small fluctuation.

Theorem 3. The expansion for $z$ around 1 holds:

$$w(z) = 1 + (1 - z)u(1 - z) + \frac{\lambda(W_{\min} C'(1))^B}{1 - \lambda \beta'(1)} a(\log(1 - z))(1 - z)^{-1} + O((1 - z)^B),$$  

(10)

where $u(x)$ is an analytic function.

Theorem 4. The probability that the delay in a router is greater than $T$, for $T$ large is

$$P(W > T) = \frac{\lambda(W_{\min} C'(1))^B}{1 - \lambda \beta'(1)} a^*(\log T)T^{1-B} + O(T^{-B}).$$  

(11)
Notice that the delay distribution tail decays in power law. As a corollary it turns out that the existence of the $k$th moment of the delay needs $p < 2^{-k-1}$. Also, to obtain the asymptotic delay distribution estimate, only the average of the channel occupancy distribution $C(1)$ is required, rather than the distribution $C(z)$.

**Remark 2.** Similarly, in case the RTS/CTS mechanism is used, we have the expansion \( \beta(z, k) = 1 + z f(z) + c_2((1 - z)k)^B + O((1 - z)^{B+1}) \) with $B = -\log \max_{i=2,} \{ p_i \} = -\log p_1$ and $f(z)$ an analytical function. This implies that both service time and delay distributions are asymptotically power laws.

### 4. MULTIHOPE DELAY ANALYSIS

#### 4.1. General case: correlated waiting times in queues

We now compute the end-to-end (multihop) delay distribution for any given route in the network, based on the one hop delay analysis discussed previously. For this purpose, we assume that when travelling on its route, the delay experienced by a packet on a router is independent of the delay experienced on other routers. This assumption makes the problem easier to handle mathematically. However, it is not a fundamental assumption for our result since it is known that the sum of several random variables in power law is still in power law whatever the dependence assumptions between them.

The power law in the resulting distribution function will be the maximum of the respective power laws of the variables, except that the factor in front of it will depend on the dependence assumptions. To see this, consider $n$ random variables $X_1, \ldots, X_n$, such that $P(X_i > T) \propto T^{c_i}$ for all $1 \leq i \leq n$. We will show that $X_1 + \cdots + X_n$ is also in power law, and the value on the power is always the same regardless of any correlation between the random variables. Moreover, we will determine appropriate lower and upper bounds on the coefficients.

First of all an easy lower bound: we have $P(\sum X_i > T) \geq \max_i P(X_i > T)$.

Second, we can obtain an upper power law bound since

1. \(\sum X_i \leq n \max_i \{X_i\}\)
2. \(P(\max_i \{X_i\} > T) = P(\exists i: X_i > T) \leq \sum_i P(X_i > T)\).

Therefore $P(\sum X_i > T) \leq \sum_i P(X_i > T/n) \propto \sum_i n^{c_i} T^{-c_i}$, independently of any correlation between the variables, and derive appropriate upper bound delay routing in power law if the $X_i$’s are the waiting delays in routers. Notice that the lower bound and upper bounds are asymptotically within a factor $n^B$ of each other, with $B = \min_i \{B_i\}$.

#### 4.2. Independence assumption

Assuming independence from now on, we can work on the exact asymptotic value instead of the bounds obtained in the general case, keeping in mind that these bounds are within a factor $n^B$ of the exact value, where $n$ is the route length and $B = \min_i \{B_i\}$.

Taking fully the independence assumption, when there are $n$ routers in the route from the source to the destination, the probability generating function of the end-to-end delay is equal to the product $[\prod_{i=1}^{\text{route}} P_i(z)]$ where $P_i(z)$ is the probability generating function of the delay at router number $i$ and route is a set of router indices.

Still, according to Flajolet-Odlyzko results [9], if each delay is of the form $1 + (z - 1)g_i(z) + c_i(z - 1)^{B_i} + O((z - 1)^{B_i})$, where $c_i$ is a constant, then the leading term of $P(W(\text{route}) > T)$ is $\sum_{i=\text{route}} c_i^* T^{1-c_i^*}$, with $c_i^* = c_i/\Gamma(2 - B)$. Keeping only leading terms

\[
P(W(\text{route}) > T) \approx c(\text{route}) T^{1-c(\text{route})},
\]

where $B(\text{route}) = \min B_i$ and $c(\text{route}) = \sum_{B_i = B} c_i^*$. An unexpected consequence of the above is that a good choice for the route should not be the shortest path in number of hops. In the shortest path the lap between two consecutive routers may be too large, leading to too large collision rates and therefore a too low value of $B(\text{route})$.

If we take shorter hops between routers, then we will reduce the collision rate and get a larger value of $B(\text{route})$. Of course this would be done in the detriment of a larger number of hops and a larger value of $c(\text{route})$. But, since in $c(\text{route}) T^{1-c(\text{route})}$ parameter $T$ is supposed to be large, the reduction of $T^{1-c(\text{route})}$ would prevail in most cases on the $c(\text{route})$ increase.

Interestingly enough, increasing the number of hops and $c(\text{route})$ will in most cases increase the average end-to-end delay. Therefore we have the paradoxical case where increasing the average delay actually decreases the over-delay loss ratio. This is due to the fact that we expect the average delay to be much lower than the maximum acceptable delay $T$. Consequently, routing with respect to average delay as it is done in [10] may conflict with the minimization of the over-delay ratio. Conversely, the optimal route may be too long since it may have too short hops. In this case the connection may waste too many resources. Instead of choosing the route that minimizes $P(W > T)$ it is probably wiser to seek the shortest route that satisfies the requirement $P(W > T) \leq \epsilon$.

### 5. CROSS-LAYER DELAY ESTIMATION PROTOCOL

In this section, we present a delay estimation protocol, used to obtain estimates of the delay distributions for all routes in the network in a proactive way. In Section 7 we show how this information can be used to optimize route computation. In fact, we propose an extension to the OLSR routing protocol to support delay estimation for any given route in a mobile ad hoc network.

Note that our delay distribution analysis holds regardless of the mobility of nodes. In fact, the end-to-end delay distribution analysis concerns a given route. Consequently, any changes in the path from the source to the destination result in a new power law for the end-to-end delay distribution. Our proposed delay estimation protocol is designed to support mobility in an ad hoc network. It is proactive and predictive, in the sense that, using the previously presented analytical model, it is able to estimate delays on links and routes even if no data packets have been transmitted yet. Consequently, we permanently have a prediction of the delay.
distribution over all routes in the network, which can be used by a delay based routing protocol.

As mentioned previously, the single-hop delay distribution estimate is based on the knowledge of the collision probability and the average of the channel occupancy distribution $C$, which are basically MAC layer parameters. The multihop delay distribution is based on the knowledge of single hop characteristics along a given route, which clearly concerns the functioning of the routing protocol. Therefore, the extended protocol needs to interact with the MAC layer. In Figure 3, we depict the protocol framework.

### 5.1. Average of channel occupancy distribution $C$

The channel occupancy information concerns the internal functioning of wireless cards and is not actually known. However, the card acknowledges successful frame transmissions by sending special interrupts to the driver. This allows to measure the service time of transmitted packets. Knowing the service time, it is possible to deduce the access time in case of broadcast packets such as OLSR Hello messages (since they are not retransmitted when a collision occurs). Thus, based on (1), it is possible to derive the mean of the channel occupancy distribution $C$ from the mean of the Hello access time distribution, noted by $\mu_{\text{hello}}$. We have $C'(1) = 2\mu_{\text{hello}}/(W_{\text{min}} + 1)$.

### 5.2. Collision probability estimation

The collision probability is estimated by OLSR, since this information is not currently provided by wireless cards. OLSR uses Hellos in order to detect neighbors. A node is a neighbor if and only if the Hello collision rate is below a given threshold. Therefore OLSR has a procedure in the advanced neighbor sensing option that allows to compute the collision rate (link quality level parameter). It uses the Hello message sequence number in order to identify the missing Hellos. However there could be a difficulty in the fact that the collision probability $p(L)$ may depend strongly on packet length $L$. One may expect a dependence of the kind $-\log p(L) = aL + b$ where $a$ and $b$ are scalar coefficients. Since the neighbor has no idea of the size of missing Hellos, the transmitter should advertise the length distribution of its Hellos. Comparing with its received Hello distribution the neighbor would be able to determine the coefficients $a$ and $b$. By default the neighbor assumes $a = 0$, that is, all packets have the same collision rate regardless of their length.

### 5.3. Advertising link quality

Multihop delay computation is based on the knowledge of the one hop delays of the route. Thus, each node must inform the entire network of its local information. For this purpose, a link quality advertisement (LQA) message is broadcasted in the network.

In OLSR, broadcast traffic is relayed via multipoint relay (MPR) nodes (nodes elected by their neighbors because they cover their two-hop neighborhood) to consume less resources. In order to save more on control traffic, OLSR offers the possibility for the nodes to advertise a small subset of their neighbor links. The advertised link set can be limited to MPR links, that is, the neighbors that have elected this node as an MPR. In this case the nodes have only a partial knowledge of the network topology, nevertheless, each node knows its own neighbor list and this guarantees that any given node can compute a shortest path to any arbitrary destination.

For our purpose, it is preferable to use the option full OLSR, that is, to advertise the whole neighbor set instead of the MPR selector set. In fact, in order to estimate the multihop delay distribution for all routes in the network, we need the complete network topology given by full OLSR. If the advertised links are limited to the MPR selector set, we have only a partial knowledge of the network topology. In the latter case, the nonadvertised links may offer better possibilities for delay-based routing. Consequently, the complete topology is necessary in order to find an optimal route with respect to the delay. The use of the full-OLSR option introduces an additional overhead due to larger link quality advertisement packets. However, broadcast traffic is still relayed with the optimized MPR-flooding mechanism, which significantly reduces the overhead.

The node advertises for each link $\ell$ the collision rate $p_\ell$, and for itself it advertises the global $\lambda$, provided by the kernel as shown in Figure 3, and the value of $C'(1)$, or directly the tuple $(p, \lambda, W_{\text{min}}, C'(1))^{\beta/(1 - \lambda \beta'(1))}$.

### 6. SIMULATION RESULTS

We use the ns-2 [11] simulator to validate our delay modelling. We study various scenarios for different purposes. We compare the analytic service time distribution with the measured service time distribution (obtained by ns-2 simulations). We aim to show that the service time and the sojourn time (in other words the delay including queuing) are in power law. Furthermore, we investigate whether one-hop delays are independent within a route, and finally we show that the end-to-end delay is in power law too. Common simulation parameters are summarized in Table 1.
Table 1: Simulation settings.

<table>
<thead>
<tr>
<th>MAC Parameters</th>
<th>$W_{\text{min}}$ 32, slot 20 $\mu$s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propagation model</td>
<td>Two-ray ground</td>
</tr>
<tr>
<td>Transmission range</td>
<td>250 m</td>
</tr>
<tr>
<td>Packet size</td>
<td>1000 bytes</td>
</tr>
<tr>
<td>Traffic type</td>
<td>Exponential (Poisson)</td>
</tr>
<tr>
<td>Simulation time</td>
<td>300 s</td>
</tr>
<tr>
<td>Simulation Area</td>
<td>$800 \times 800$ m$^2$</td>
</tr>
<tr>
<td>Routing protocol</td>
<td>OLSR</td>
</tr>
</tbody>
</table>

Table 2: Measured parameters.

<table>
<thead>
<tr>
<th>Channel occupancy</th>
<th>$C(z) \approx 0.82 + 0.04z^{15} + 0.03z^{124} + 0.1z^{444}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Packets per slot</td>
<td>$\lambda = 0.00024$ packets/slot (12 packets/s)</td>
</tr>
<tr>
<td>Collision probability</td>
<td>$p = 0.09, B = 3.45$</td>
</tr>
<tr>
<td>Packet length</td>
<td>$L = 229$ slots</td>
</tr>
</tbody>
</table>

One-hop delay measures

In the first scenario, we consider an ad hoc network with 5 nodes as shown in Figure 4. The 802.11 bandwidth is 1 Mb. Five exponential flows with 140 kbs data rate are launched between different pairs of nodes (represented by arrows in Figure 4). In order to study the cumulative delay distribution in node 2, we measure the main parameters in this node for the conducted simulation, as presented in Table 2.

Based on these parameters and (2), we compute analytically the service time distribution using Maple, which we draw in Figure 5. The service time distribution measured via ns-2 simulation is shown in Figure 6. To demonstrate that the service time distribution is in power law with $B = -\log_2(p)$ (here $B = 3.45$), as stated in Theorem 2, we draw the equation $Y = \alpha X^{-1.45}$, where $\alpha$ is a constant, and we compare the two plots. Figure 6 shows that, for $T$ large enough, the service time distribution and $Y$ have the same power law exponent.

In the same way, we measure the sojourn time distribution (also called node delay), which we present in Figure 7. We notice that for $T$ between 4000 and 40000 slots (i.e., 80 milliseconds to 800 milliseconds), the node delay is in power law with exponent $1 - B = -2.45$, in accordance with Theorem 4.
Secondly, we consider a randomly generated topology of 50 nodes which is depicted in Figure 8. We launch 10 exponential flows in the network and we measure for each the end-to-end delay distribution. We run several simulations by varying the throughput from 2 to 8 packets per second. We consider the flow following the five-hop path shown in Figure 8. We measure the end-to-end delay of this flow as well as collision probabilities along the path (for each hop). Table 3 summarizes the obtained probabilities.

Table 3: Collision probabilities for each hop of the path.

<table>
<thead>
<tr>
<th>Throughput</th>
<th>Per hop collision probabilities %</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 pkt/s</td>
<td>0.53 0.94 0.19 1.05 1.13</td>
</tr>
<tr>
<td>8 pkt/s</td>
<td>1.11 2.28 0.45 5.43 5.75</td>
</tr>
</tbody>
</table>

**Multihop delay measures**

Figure 9 compares the measured end-to-end delay distribution with theoretical results for sending rates of 2 and 8 packets per second, respectively. According to the analysis of multihop delay distribution in Section 4, the power law exponent is equal to $1 + \log_2(p)$ such that $p$ corresponds to the highest collision probability along the path. Referring to Table 3, the highest collision probability on this path is $0.0113 (1 - B = -5.46)$ and $0.0575 (1 - B = -3.12)$ for traffic rates of 2 and 8 pkt/s, respectively.

**Impact of the packet size on the delay distribution**

Considering the same scenario as previously, we run simulations by varying the packet size from 64 to 1000 bytes as shown in Figure 10. As we notice, for each size, the delay distribution is a power law with slightly different slopes, which correspond to slightly different collision probabilities. For bigger packets there is an increase in the collision probability. For example, for packets of 64 bytes the highest collision probability on the path is 5.5%, while it is equal to 8.2% for packets of 1000 bytes. In addition, we notice that the curves are shifted to larger delay values when the packet size increases. The shift in the delay distribution corresponds to the increase of the factor $c$(route). In fact, bigger packets also require longer transmission times on the channel.

We note that, if the collision probability remains constant, according to (2), (7) bigger packets will only result in a shifted power law delay distribution with the same slope.

**Dependence of the delays on the routers**

We also measure the single-hop delay distributions along the path connecting the source to the destination. Let $W_i, i = 1 \ldots 5$, be the distribution generating function for each hop and $W$ the end-to-end delay distribution generating function. We compute the product $\prod_{i=1 \ldots 5} W_i$ and we compare it...
to $W$. In case the delays are independent within a route, the above product corresponds to the end-to-end delay distribution. As shown in Figure 11, the curves representing $W$ and $\prod_{i=1}^{\cdots 5} W_i$ are slightly different which means that there is a weak dependence between single-hop delays yet it is weaker when the network is lightly loaded. Notice that even when the independence assumption is not completely verified, the delay is still a power law as explained in Section 4.1.

7. DELAY-DISTRIBUTION-BASED ROUTING

As discussed earlier, routes with minimum average end-to-end delay are not necessarily those which satisfy a delay constraint, defined generally as the probability $P(W > T)$ that the delay $W$ exceeds a maximum acceptable delay $T$, which is specified by the application layer. To compute such a probability, we need to know the delay distribution in every node, as presented in Section 5, instead of only the average delay. The problem of delay-distribution-based routing consists in finding a route that satisfies the application end-to-end delay requirement $P(W > T) < \epsilon$ for a given connection. Multiple routes satisfying such a delay constraint can be found in the network, hence a routing algorithm must select one among them. In this section, we explore two possible directions. The first direction consists in finding the optimal route that minimizes $P(W > T)$. The second direction consists in finding the shortest route (in hops) that satisfies the requirement $P(W > T) \leq \epsilon$. 

---

**Figure 10:** Impact of packet size on the delay distribution.

**Figure 11:** Comparison between the end-to-end distribution and the convolution of single hop distributions.
**Finding the optimal route**

In general, finding the optimal route with respect to a delay distribution is NP hard [7]. But if we stick to the asymptotic expression, we can find a polynomial Dijkstra-like algorithm. The problem is to find the route that provides the best asymptotic expansion of the quantity \( P(W(\text{route}) > T) \) when \( T \to \infty \). By best asymptotic expansion we mean the one that provides asymptotically the lowest \( P(W(\text{route}) > T) \).

Since we expect that \( P(W(\text{route}) > T) \) is asymptotically equivalent to \( \sum_{e=\text{route}} c^{+} T^{1-B} \) (cf. Section 4), the idea consists in minimizing the sum of the leading terms of the one-hop delay distributions along the route. Hence, the routing algorithm is effectively a Dijkstra algorithm, where the weights on the links are \( c^{+} T^{1-B} \). Parameters \( c^{+} \) and \( B \) are calculated according to the analysis in Section 4. The weight of the route is the sum of the weights of the links, and the optimal route is the route that minimizes this sum.

When \( T \) is finite, the sum of the weights on a route gives an approximation of the end-to-end delay distribution within a factor \( 1 + O(T^{-B} c^{+}) \), according to the asymptotic analysis. Since \( B(\text{route}) > 1 \), the algorithm is optimal within a factor \( 1 + O(T^{-1}) \).

**Finding the shortest route satisfying the delay constraint**

As discussed previously, the shortest route that satisfies the constraint \( P(W > T) \leq \epsilon \) is generally preferable to a much longer route that minimizes the quantity \( P(W > T) \). Moreover, a major problem due to the use of any dynamic metric is route fluctuation. However, the proposed routing on the shortest path that verifies an over-delay ratio constraint provides more stable routes. In the previous section we described a polynomial search algorithm which is optimal within a factor \( 1 + O(T^{-1}) \) hence for \( T \) sufficiently large the search provides the optimal route. We showed that delay distribution routing can be reduced to polynomial routing based on an additive metric. In the present section we aim to find the shortest route according to a certain additive metric on links, that is, the number of hops, which satisfies a given constraint according to another additive metric, that is, the quantities \( c^{+} T^{1-B} \).

In general such a multimetric optimization problem, also called multiconstrained path routing (MCP), is again NP-hard. In [12], the authors present an overview of some proposed polynomial time approximation algorithms in the case of 2 metrics, and study the general case of \( K \geq 2 \) metrics. However, in our particular context, since the first metric can only take integer values, we can easily solve the problem in polynomial time with dynamic programming.

We model the network as a weighted graph. We consider a source node \( s \). We denote by \( v_{j} \), \( j = 1 \cdots n \), all the nodes in the network, where \( v_{1} \) is the source node. Each link connecting two nodes \( (v_{i}, v_{j}) \) is associated to a weight \( w_{v_{i}, v_{j}} \) which corresponds to the asymptotic probability \( c^{+} T^{1-B} \). For each node \( v_{j} \) we define \( p(i, v_{j}) \) as the smallest known value according to the second metric (the sum of the weights \( w \) along the path) of all routes of length \( i \) according to the first metric (hop count) that connect the source node \( s \) to node \( v_{j} \). Note that \( i \leq n \), since the longest path in the network is at most \( n \) hops.

We describe the algorithm as follows. We initialize all values \( p(0, v_{j}) \) for \( j = 1 \cdots n \) to infinity except for \( p(0, v_{1}) = 0 \). We will compute \( p(i, v_{j}) \) for all \( i, j \). For each \( i \geq 1 \) in increasing order, we compute the values \( p(i, v_{j}) \), \( j = 1 \cdots n \), using equation

\[
p(i, v_{j}) = \min_{e \in \mathcal{N}(v_{j})} (p(i-1, c) + w_{e,v_{j}}),
\]

where \( \mathcal{N}(v_{j}) \) is the neighborhood of node \( v_{j} \) and \( w_{e,v_{j}} \) is the weight of the link \((c, v_{j})\). Notice that for all values of \( i \) that are smaller than the distance between \( s \) and \( v_{j} \) we have \( p(i, v_{j}) = \infty \).

The aggregate computational cost of \( p(i, v_{j}) \) for all nodes \( v_{j} \) and for a given \( i \) is \( O(m) \), where \( m \) is the total number of links in the network. Hence, in the worst case, the total time needed to construct the table \( p(i, v_{j}) \) for all possible values \( i, j = 0 \cdots n \) is \( O(mn) \). Once the table has been constructed, the shortest route to any destination \( d \) satisfying the required delay constraint, corresponds to the route of minimum \( i \) such that \( p(i, d) < \epsilon \). In case the algorithm computes the route for one particular destination, the iteration on the route length \( i \) can stop as soon as a feasible route is found.

**8. CONCLUSION AND PERSPECTIVES**

In this paper, we analyze the delay distribution in 802.11 multihop networks. We demonstrate that for large values of \( T \) the cumulative delay distribution \( P(W > T) \) is a power law. In practice, simulations show that this is true from \( T \) equal to approximately twice the average. The delay distribution for a specific route can be derived based on MAC-layer as well as network-layer parameters, hence we present a cross-layer solution for a delay estimation protocol as an extension to the OLSR routing protocol. Furthermore, the information from this protocol can be used to compute the route that satisfies the QoS delay requirements specified by a multimedia application. In fact, delay-distribution-based routing is known to be an NP-hard problem. However, the asymptotic analysis in power law makes it possible to obtain a polynomial, Dijkstra-like, algorithm.

It is important to note that the routing algorithm does not guarantee that the calculated route will satisfy the delay constraint after launching the new traffic. In case the new connection has a significant impact on the network conditions, it is necessary to dynamically control the delay, in order to check whether the constraint is still verified. Due to its proactive nature, the proposed delay estimation protocol allows to compute periodically the end-to-end delay, thus the routes can be readjusted. Therefore, it is interesting to combine the proposed delay routing algorithms with a mechanism providing dynamic delay control, as well as admission control when the connection delay requirements cannot be satisfied. In future work, we intend to implement such mechanisms, and subsequently to evaluate the performance of the proposed routing algorithms in this context.

Another direction for further research is to establish a link between bandwidth and delay requirements in the
context of wireless multihop networks. This would permit an adaptation of bandwidth-QoS routing solutions for delay-sensitive applications as well. Such a link can be established using the notion of equivalent bandwidth. In this particular case the equivalent bandwidth on a given path would correspond to the capacity of the network in transferring packets which satisfy this delay constraint. In [13], the authors show how to extend the effective bandwidth concept in order to provide a general model for a wireless channel in terms of connection level QoS metrics. It would be interesting to adapt the proposed model to the considered context of multihop IEEE 802.11 networks.

APPENDIX

Proof of Theorem 1. We fix L and p and set \( e^{-\theta} = C(z) \) and denote \( j(\theta, k) = \beta(z, k) \). We have \( j(\theta, k) = (1 - e^{-\theta})/(k\theta) f(\theta)(1 - p + p f(\theta, 2k)) \), with \( f(\theta) = \epsilon^0(\theta/(1 - e^{-\theta}))z^2 \).

It is clear that \( \theta = (1 - z)C(1 + O(1 - z^2)) \). We define \( g(\theta) = \prod_{i \geq 1}((1 - e^{-\theta^2i})/(\theta^2i)) \). Thus if

\[
v(\theta, k) = g(k\theta) j(\theta, k), \tag{A.1}
\]

then \( v(\theta, k) = g(2k\theta) f(\theta)(1 - p) + p f(\theta) v(\theta, 2k) \). And

\[
v(\theta, k) = ((1 - p)/p) \sum_{i \geq 1} (f(\theta)p) g(2k\theta).
\]

It can be proven that function \( g(\theta) \) is analytical and behaves like \( 1 + O(\theta) \) when \( \theta \to 0 \) and converges to zero faster than any power law when \( \theta \to \infty \). Let \( r_g(\theta) \) be the polynomial of degree \( |B| \), which is the Taylor expansion of \( g(\theta)e^{\theta} \) at \( 0 \). Recall that \( B = -\log_2 p \).

Let \( u_B(\theta) = g(\theta) - r_g(\theta)e^{\theta} \). Clearly, \( u_B(\theta) = O(\theta^{|B|}) \) when \( \theta \to 0 \). We have \( u(\theta, k) = u_B(\theta) + ((1 - p)/p) \sum_{i \geq 1} (f(\theta)p) g(2k\theta) \).

\[
u_B(\theta) = \left(1 - \frac{p}{\theta}ight) \sum_{i \geq 1} (f(\theta)p) r_g(2k\theta) e^{-2k\theta}. \tag{A.2}
\]

Clearly, \( u_B(\theta) \) is an analytical function with \( u_B(\theta) = 1 + O(\theta) \). Let \( v_B(\theta, k) = ((1 - p)/p) \sum_{i \geq 1} (f(\theta)p) g(2k\theta) \). We will show that \( u_B(\theta) = \theta^B \gamma(\theta, k) \) is bounded when \( \theta \to 0 \). Let \( h_B(\theta) = \theta^B \gamma(\theta, k) \). We have \( h_B(\theta, k) = ((1 - p)/p) \sum_{i \geq 1} (f(\theta)p) g(2k\theta) \).

Since \( f(\theta) = 1 + O(\theta) \), when \( \theta \to 0 \), we have \( h_B(\theta, k) \) which converges to \( a(\log \theta) = \sum_i h_B(2k\theta) \theta^i \), the sum being on all integers \( i \), including the negative integers. The sum converges because \( h_B(\theta) = O(\theta^e) \) with \( e = |B| - B \) and \( h_B(\theta) \) decays faster than any power law. Notice that function \( a(x) \) is periodic of period \( 2 \).

Therefore \( j(\theta, k) = v(\theta, k)/g(k\theta) \) has asymptotic expansion \( u_B(\theta)/g(\theta) + a(\log \theta)\theta^B + O(\theta^{B+e}) \). The theorem follows with a change of variable.

Proof of Theorem 2. From the previous theorem it comes that \( \beta(z) \) fits Flajolet-Odlyzko asymptotic conditions [9]. By writing the function \( a(\log(1 - z)) \) as a Fourier series \( a(\log(1 - z)) = \sum_n a_n (1 - z)^{2i\pi n/\log 2} \), and applying Flajolet-Odlyzko theorems, we have \( P(S > T) = \left(W_{\min} C(1)\right)^{\theta^* (\log T)T^{-B} + O(T^{-B-1})} \), where \( \theta^* \) is periodic in \( \log T \), of period \( 2 \): \( \theta^*(\log(T)) = \sum_{n} (a_n/(T - 2n\pi/\log 2))T^{2n\pi/\log 2} \).

Proof of Theorem 3. We substitute the expansion for \( \beta(z) \) around \( z = 1 \), derived in Theorem 1, in the formula for \( q(z) \) given by (6). The theorem follows by using the expansion around \( z = 1 \) in equation \( w(z) = q(z)\beta(z) \).

Proof of Theorem 4. We use the result of the previous theorem and we apply Flajolet-Odlyzko theorems on \( w(z) \).
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