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ABSTRACT for current-mode Sallen-Key filters, an analytical approach makes
Single-amplifier filter biquads and especially Sallen-Key filters are it possible to derive a simple, but very effective design procedure.
widely used to build higher-order filter cascades. This paper in- The main features of the analysis are that it includes phase lag
vestigates high-frequency current amplifier non-idealities and their effects as well as non-ideal port impedances, and that it shows to
effects on all-pole Sallen-Key filter biquads. It is shown that a what extent the non-ideality of the amplifier’s portimpedances lim-
non-ideal current amplifier input causes parasitic zeros in the filter its the maximum realisable pole frequency.
transfer function, and thus imposes fundamental limitations on the
realisable pole frequency. II_)_esign equgtions are given, providing 2 CURRENT-MODE SALLEN-KEY FILTERS
compensation for the amplifier's port impedances and its phase
lag, by predistortion of the component values. It is also shown gig 1 shows a general current-mode Sallen-Key filter structure
how design specifications for a current-amplifier can be derived \ynich can be used to implement a lowpass (LP), two different

fr_om_the fiI_ter specif_ication, minimising the ar_nplif_ier’s_, power dis- bandpass (BP1, BP2) and a highpass (HP) second-order transfer
sipation. Finally, a video-frequency lowpass filter is discussed.  f,nction.

1. INTRODUCTION lin
o—>r—
Single-amplifier filter biquads are widely used for building dis-
crete-component filters (e.g. in [1] and [2, Sec. XV]). Among these
filters, the positive-feedback filters (normally called Sallen-Key fil-
ters) stand out, because they can realise all biquadratic filter func-
tions, and because changes in the amplifier gain have no influence
on the pole frequency [3]. It has recently been shown how these
filters can be implemented in CMOS using current amplifiers and
MOSFET resistors [4].
The amplifier used in Sallen-Key filters normally has a low The Sallen-Key filter in Fig. 1 is built around a low-gain cur-
gain (in the order of unity). Principally, it can be implemented in rent amplifier with finite input admittanceR(, resistive) and low,
two ways: either by applying feedback to a high gain amplifier, but not zero output admittanc€{, capacitive). Although a cur-
or by using a low gain open-loop amplifier. While the former is rent amplifier has been chosen in this paper, the same analysis is
easier to realise in voltage-mode (e.g. as an operational amplifieralso valid for a voltage amplifer with input capacitanCe and
with negative feedback), the latter is easier to implement in cur- Output resistanc®, [8]. Note that the gaim, of the current ampli-
rent-mode (e.g. as a current-mirror based gain stage, or a currenfier must be negative in order to produce positive feedback, since
conveyor). The former method is more precise, while the latter & Voltage-controlled voltage source (VCVS) is dual to a current-
provides greater bandwidth. controlled current source (CCCS) having the opposite sign. (The
Itis well known that feedback not only reduces (and stabilises) reason fqr thi_s is the conventional definition of the CCCS’s output
the gain of an amplifier, but also makes the input and output imped-current direction.)
ances of the amplifier more ideal [2, 5, 6]. Open-loop amplifiers
are less ideal from this point of view. Normally their high-imped- Yia Yip Y2 Y3 Ya R Co
ance terminals (voltage inputs or current outputs) are capacitive | LP ~ R/n 0 C/m Rn Cm Rp C/k
in the frequency range of interest, while the low-impedance termi- | BP1 C/m  R/n. C/m ~ Rn Cm Rp C/k
nals (current inputs or voltage outputs) are resistive, or eveninduc-| BP2  R/nC/m Rn Cm Rn  Rp C/k
tive. Furthermore, an open-loop amplifier may have a considerable | HP__C¢/m 0 R Cm Rn Rp C/k
phase lag in the frequency range of interest, which is not caused Table 1: Filter components
by onedominant polebut by apole-zero clusteat high frequen-
cies, which cannot be accurately modelled enough by a one- or  Table 1 shows how the admittances in Fig. 1 have to be chosen
two-pole model. in order to realise the three different filter functions. The resis-
Itis common practice to overcome the effects of such non-ide- tors and capacitors are expressed in terms of geometrical means
alities either by trial-and-error methods, or by adding further com- (R,C) and component spread factors, 1), because this leads to
ponents to the circuit (as e.g. in [7]). In this paper we show how, independent expressions for tital pole frequencywy; and the

Figure 1: Sallen-Key filter structure (LP, BP and HP)
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ideal pole quality factom,;. The amplifier’s non-ideal port admit-
tances are expressed in termsRC and of the impedance level
factorsp = R/R andx = C/C,, which would be infinite for an
ideal amplifier.

Open-loop current amplifiers normally do not have one dom-

inant pole, but a cluster of poles and zeros at high frequencies.

Thus there is no general model for the amplifier's phase lag valid

over the whole frequency range of interest. Nevertheless, if the
phase lag of the amplifier at the filter's pole frequency is reason-
ably small (say around ten degrees), its effects on the pole location
can be approximated by using a linear phase lag (constant group

delay) model. Then

o (S) =) (s=0)" gl-¢RCy (1)
Heres is the complex frequency normally written 8s= o + j w,
andg¢ is the phase lag at = 1/(RC), which is the pole frequency

of the LP and HP filters, and close to the pole frequencies of the
two BP filters (see equations &—(24)). The resulting non-lin-
ear filter transfer function can be linearised by setigng- 0 in

The pole quality factors can also be expressed in terrps ofand
¢, but here itis less obvious what happensgjgo

1 ok (MPn2 + 12 + (o) + 1))+ pm(n? + 1) +«n

G /pemny pemn— gan) + pn+ km+ D +1)

(4cp)

However, if¢ = 0 and eitherp or « is assumed infinite, all
expressions (4)—(44p) can be brought into the form

1
— ki +ko
Opi

Qo

wherek; < 1 andk, > 0. It can be seen thdf ~ 1 for small
component spreads, therefore non-ideal amplifier port impedances
normally decreasethe pole quality factor,. On the other hand,

an amplifier phase lamcreaseshe pole quality factor. This be-
haviour has also been observed ji@ filters [7].

4. PARASITIC ZEROS

the numerator (this must be done, because the phase lag model is

only accurate in the region of the pole frequency, but not around
the frequencies of the zeros) and by expanding the denominato
as a Taylor series ig, cancelling all terms of order 3 and higher.
This approximated filter transfer function allows a prediction of
the shift ofw, andq, for all amplifier non-idealities, as given in
the next section.

3. POLE SHIFTS

Ideally, the pole of the LP filter lies at

(

1
(wpi’q_pi) =

1 mPn?+mP 4 (o) +1)
RC’ mn

) . (2w)

r

There is a non-ideal effect which affects filter performance more
than the (predictable) pole shifts, namely the parasitic zero or zeros
caused by a finite.

1  —pam 1
2 0y _ _ 2
(wZ’qZ)_<R2C2n(m—|—%)’ p<m+K>a.mn> ,
(5tp,BPY)
1 1
w, (5vp,BP2

:ﬁmm—g—pcx.m'

The effects on the filter transfer function differ:

(The equations for the bandpass and highpass filters can be found1- Lowpass filter (LP)

1

Opi

in the Appendix.) The pole quality factor of (9 can be written
1
—4+mn+ =

as
1 o)
(— +m> .
mn n\m

It can easily be seen thaythn+mn > 2, with equality for
mn= 1. gp; can be made larger tharionly if 1/n- (;; /m+m) is
negative, which is the case for < ./—«;,! and sincde, | should
not become too highm should also be limited. In practicen and
n should be chosen such than~ 1, m < 1, andn is reasonably
small (on the order of unity).

Similar rules for choosingn andn can be derived for the other
filters. From (Zp1): mn~ +/2 andm < 1 for a reasonably small
n. From (%pz): mn~ 1/+/2 andn > 1 at a reasonably large (on
the order of unity). From (&): mn~ 1 andn 2> 1 at a reasonably
largem.

The three non-idealities (finit&, non-zeroC, and non-zero
¢) shift the poles towards lower frequencies, where

B pkmnN
o pe(Mn—ga;)+pn+(km+1)(n2+1) °

(3p)

2
“p

2
@p

1Remember that; < 0.

The complex pair of zeros causes the transfer function (TF) to be-
come constant for frequencies abavg and the minimum stop-
band attenuatiorAs,, With respect to the passband attenuation
Apass becomesAgiop/ Apass™ —pay /n (for « > 1/m). Sinceq,
is normally on the order of unity, the ratjg/n = R;5/ R must be
larger than the (given) ratifsiop/ Apass

For a certain frequency, the produlC is constant. Mak-
ing Ria = R/n larger (for the sama) therefore means making
C smaller. HoweverC cannot be made arbitrarily small, both be-
cause this increases the filter’s sensitivity to variation€gfand
because of matching considerations. A good rule of thumb is to
choosec ~ 10- max(m, 1/m).

The resistance of the low-impedance terminal therefore im-
poses fundamental limitations on the filter's pole frequerany
the highest achievable frequency for a certain stopband attenuation
is

Apass
10- max, 1/m)C, - max, 1/n)R; - Astop ’

(6)

Wpmax ~

which reaches a maximum at=n = 1. Note that it is not nec-
essary to add a further safety margin, since the current amplifier
normally has an attenuation of its own at frequencies above the
zero frequency.
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4.2. Bandpass filter (BP1) A single-ended CMOS class AB second-generation current

. i conveyor (CCII) is used as current amplifier. Itis similar to the bal-
Here the complex_ pair of zeros causes the Tkide _20dB per anced CCII presented in [4], and is based on a concept presented
decadeat frequencies abowve,, until it flattens out again, at a gain by Erik Bruun in [9, Chap. 11.5, Fig. 3(d)]). Simulations using
of 1, because of a third high-frc_aquen(_:y pole, ‘.Nh_iCh was previously reliable high-freque’ncy transistc;r modelshow that the current
cancelled_ frotn th? Taylor Series. Sineg/awy is in the order of input of the CCII has a resistance on the order of @0@epend-
*/_.’ the filter's gain reac_hes unity at a frequz_ency of ‘T"bp‘.”;" ing on the bias current, while the current output has a capacitance
This may well make the filter useless for practical applications. of Co ~ 0.05 pF.

The choice of “optimum” values of, n and «, really de-

4.3. Bandpass filter (BP2) pends on which sensitivity criterium should be optimised. A de-
tailed explanation of such an optimisation is out of the scope of
this paper, thus we choose sensible values according to the criteria
given in Section 3 without further explanation: neglecting the pass-
band attenuationApass~ 0 dB), and assuming max(1/m) ~ 2
and maxf, 1/n) ~ 1.25, it follows that the input resistance of the

The single zero makes the TF constant for frequencies below
at a magnitude of approximately2 om. Here it is a matter of con-
venience and interpretation to which level this should be referred,
but the same fundamental frequency limitations occur as in the LP

case. CCII must beR; = 240Q. ThenC = max(mn, 1/m)C, = 1 pF, and
) ] R =9.6k2 from (2p). The CCII used for the simulations has a
4.4. Highpass filter (HP1) gain ofey = —1.57. Ifn= 1 is chosen, as suggested in the pre-

In this case, the single zero changes the slope of the TF from 40 dBY'ous sgctlon, it follows thatm = 0.6. However, if the filter is
built using these values, the actual pole frequency and pole qual-

per decade to 20 dB per decade for frequencies belpwAgain, . h . . .
- . . ity factor will deviate from the ideal. Since the CCIl has a phase
the minimum capacitance to be used in the feedback network andlag of 7 degrees at 16.58 MHz, the equationsY&nd (4p) pre-

the filter specifications impose frequency limitations, although in dict f, = 13.6 MHz andgp — 3.1. This corresponds well to the

this case the dependance of the maximum frequency on the speci-. -~ -
fications is more complicated. simulatedf, = 13.6 MHz andy, = 3.0.

The pole frequency can be corrected by makRgmaller,
either in two or three iterative steps, or by replacimgy R/R;
in (3.p) and solving forR. This results inR = 7.85k2 (and
thereforep = 32.7). Due to other non-ideal effects, the pole fre-
quency f, = 16.2 MHz is still slightly low, but close enough such
that a new value for AR can be linearly extrapolatédiesulting in
R = 7.58 k2 and a filter having the corred,.

The problem of the lovg, remains. A similar procedure can
now be applied to (3), solving for a new value of = 0.9. Now
the simulated filter has g, = 3.9, but f, has not been changed,
since the two are orthogonal to each other. Linear extrapolation

TF (magnitude)

o . . X
S suggests using = 0.89, which gives the corregp.
§ simulated corrected idea
£ fo[MHz] 13.6 (—18%) 16.2(2%) 16.58
L Op 3.0(+-25%) 3.9¢2.5%) 4.0
107 107 1° 10" 102 Table 2: Simulatedy, andq, of the LP transfer function

normalised frequency

Figure 2: Transfer functions (TF) of the LP, BP1, BP2 and HP
filters. The dashed lines indicate the different.

Discussion and Design ProcedureTable 2 shows the ideal
values of f, and g, and the simulated values with ideal compo-
nents (“simulated”) and with components calculated using equa-

To clarify, Fig. 2 shows the transfer functions of all four filters, tions (3p) and (4p) (“corrected”). The values after linear interpo-
wherem=0.6,n=1, ¢, = —1.6, x = 30 andp = 10, 30, 100. lation are not shown, since they differ from the ideal values by less
The magnitudes of HP and BP2 have been multiplied by 4, and than 0.2%. The stopband attenuation of the filter reaches its max
different pole frequencies have been chosen, both for graphicalimum of 35dB at about 400 MHz, which is better than expected.
reasons only. The effects of the parasitic zeros can be seen clearlyfhe reason for this is that the gain of the CCIl has already de-
in all four cases. It is also visible that the LP filter has by far the Creased by 7 dB at this frequency.

highestd, i, which already follows from (2)—(2+p). This example shows that the equationg-J3and (4p) them-
selves provide a very good means of designing a filter, even if only
R, Co and the phase lag d} of the amplifier are known, and no
accurate simulations of the whole filter can be made. Non-ideal-
ities of the CCII other than input resistance, output capacitance
and phase lag, e.g. attenuation at high frequencies or parasitic
poles and zeros in the impedances, can also be accounted for if

5. PRACTICAL EXAMPLE

As an example, consider a Sallen-Key lowpass filter biquad with
fo = 16.58 MHz, g, = 4, and a stopband attenuation of at least
30dB2

2Although it is rather small, this attenuation already results in 60 dB 3BSIM 3v2 model of a 0.5m process
stopband attenuation for a cascade of two biquads in a 4th-order filter. “Note thatfy is a linear function of 1R, notR.
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the whole filter can be simulated and one additional interpolation
step is made.
The design procedure can now be summarised as follows:

1. Calculatem, n and«, from (2.p), taking into account the
discussion in the beginning of Section 3 and possibly sen-
sitivity considerations. Note that/in and n need to be
large for low sensitivity [3], thus there is a sensitivity—speed
tradeoff.

. CalculateRr, C and the producR C, from (6) and design
the CCII accordingly, such that its phase lagfatis not
greater than about ten degrees. Note that since low input
resistance and low phase lag at high frequencies must be
paid for by higher power consumption, designing the CCll's
R and¢ close to the limits actually means minimizing its
power dissipation.

. Correctf, by changingR according to ().

. If possible, simulate the filter both with ideal components
values and with predistorted values, and extrapolaids

1 1 mPn?(a +1)+m?+1
L) ===, : 2
O TR @
w3 piemn

2 1 1 2 o (Berd)

g pr(Mn—3éa1)+pen+ 5(km+1)(N*+ 1)+ 5
pxmn+# (3602)
pr(Mn—¢m2n2a,) + (pn + n2)(M2 + 1)+ cmr? ’ P

cmn

‘ (3)

ox(Mn—¢m2n2e, ) + (on +n2)(M2 + 1)+ kmn ’
1 p(M?n2 +m2 + (o) +2))+ pm(n? +1)+«n
% /pemn,/ox@mn—gar)+2on+km(n2+ 1)+ £ + (2 +1)
(48P1)
pie(M?n2(a) +2)+ m? + 1)+ 2pmré 4 xn(m?n? +m? 4+ 1)+ mr

a function of f,,.
5. Correctg, by changingn (or m) according to (ép).
6. Simulate, and extrapolate(or m) as a function ofj,.

Similar design procedures can easily be derived for the BP2 and
HP filter.

6. CONCLUSION

We have analytically shown how current (and voltage) amplifier
non-idealites affect the transfer functions of the four basic allpole
Sallen-Key filter biquads: Non-ideal portimpedances decrease the
pole frequencyy, and the pole quality factay,, while an amplifier
phase lag decreases but increases,.

Still more importantly, a non-ideal amplifier input causes par-
asitic zeros in the transfer functions, which impogeslamental
limitations on the maximum realizable pole frequenagyd even
makes one of the two bandpass filter structures almost useless for
the building of integrated high-frequency filters.

Design equations for all four filters are presented, and a low-
pass filter example using a CMOS current conveyor (CClIl) is de-
signed. A simple design procedure for the predistortion of the fil-
ter components is given, and it is shown how upper bounds on the
current amplifier non-idealities can be derived from the filter spec-
ifications, and how these bounds can be used to optimise the CCII
with respect to power consumption.
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8. APPENDIX
1 1 m2n? 4 m? 4 (o +2)>
(wpnqpi)—(ﬁRCy ﬁmn ’ (ZBPl)
V2 mPn2(a, +2)+m2+1
S~ ’ (ZBPZ)
RC v2mn

(10]

Vo Fmxmny/pre(mn— pa; m2n2) + pn(m2 + 1) + n2(m2 + km+1)

(4p2)
pic(M?n?(a; +1)+m? + 1)+ pmr? + kn(m? 4 1)

oMy pk (MN— ot M2N2) + pn(M2 + 1)+ kmre + n2(m2 +1) |
(4rp)
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