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ABSTRACT

Whilst storage and capture technologies are able to cope with huge numbers of images, image retrieval is in danger of rendering many repositories valueless because of the difficulty of access. This paper proposes a similarity measure that imposes only very weak assumptions on the nature of the features used in the recognition process. This approach does not make use of a pre-defined set of feature measurements which are extracted from a query image and used to match those from database images, but instead generates features on a trial and error basis during the calculation of the similarity measure. This has the significant advantage that features that determine similarity can match whatever image property is important in a particular region whether it be a shape, a texture, a colour or a combination of all three. It means that effort is expended searching for the best feature for the region rather than expecting that a fixed feature set will perform optimally over the whole area of an image and over every image in a database. The similarity measure is evaluated on a problem of distinguishing similar shapes in sets of black and white symbols.
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1. INTRODUCTION

The volume of digital images has increased dramatically in recent years and as a result a crisis is now taking place within a broad range of disciplines that need and use visual material. Whilst storage and capture technologies are able to cope with the huge numbers of images, poor image retrieval is in danger of rendering many repositories valueless because of the difficulty of access. These problems have motivated much research into content based image retrieval [1,2,3,4] and many commercial and laboratory systems are described in the literature [5-12].

It is the job of an image retrieval system to produce images that a user wants. In response to a user’s query the system must offer images that are similar in some user-defined sense. This goal is met by selecting features thought to be important in human visual perception and using them to measure relevance to the query. Colour, texture, local shape and layout in a variety of forms are the most widely used features in image retrieval. One of the first commercial image search engines was QBIC [5] which executes user queries against a database of pre-extracted features. VisualSEEk [8] determines similarity by measuring image regions using both colour parameters and spatial relationships and obtains better performance than histogramming methods that use colour information alone. NeTra [9] also relies upon image segmentation to carry out region-based searches that allow the user to select example regions and lay emphasis on image attributes to focus the search. Region-base querying is also favoured in Blobworld [7] where global histograms are shown to perform comparatively poorly on images containing distinctive objects. Similar conclusions were obtained in comparisons with the SIMPLIcity system [13]. The Photobook system [6] endeavours to use compressed representations that preserve essential similarities and are “perceptually complete”. Methods for measuring appearance, shape and texture are presented for image database search, but the authors point out that multiple labels can be justifiably assigned to overlapping image regions using varied notions of similarity.

The system described by Kato [14] makes use of various features based on specific functions of pixel values such as run length frequencies, edge pixel counts, and local contrast values. The Star system [15] relies upon a manual process of segmentation into components before being represented as features based on Fourier descriptors, moment invariants, and projections. The ARTISAN [16] system bases similarity measures upon perceptually significant regions that are determined automatically. An initial segmentation stage breaks the image into components using standard-edge detection techniques. Each image is characterised for retrieval using a variety of features including edges, aspect ratio, right-angleness, and straightness. An example is given of how features designed for segmentation can be sensitive to irrelevant detail, and serves to illustrate the danger of relying upon pre-specified heuristics to identify similarities. Jain and Vailaya [17] employed colour histograms and edge direction histograms for image matching and retrieval. Other
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research using different techniques for image retrieval, but still firmly based upon a judicious choice of features for optimum performance, has been carried out by Kim [18].

These conventional approaches suffer from some disadvantages. Firstly there is a real danger that the use of any form of pre-defined feature measurements will preclude solutions in the search space and be unable to handle unseen material. Secondly the choice of features in anything other than a trivial problem is unable to anticipate a user's perception of image content. This information cannot be obtained by training on typical users because every user possesses a different subjective perception of the world and it is not possible to capture this in a single fixed set of features and associated representations. Analytical segmentation techniques are sometimes seen as a way of decomposing images into regions of interest and semantically useful structures [19]. However, object segmentation for broad domains of general images is considered difficult, and a weaker form of segmentation that identifies salient point sets may be more fruitful [2].

Relevance feedback is often proposed as a technique for overcoming many of the problems faced by fully automatic systems by allowing the user to interact with the computer to improve retrieval performance [20]. In Quicklook [21] and ImageRover [22] items identified by the user as relevant are used to adjust the weights assigned to the similarity function to obtain better search performance. PicHunter [23] has implemented a probabilistic relevance feedback mechanism that predicts the target image based upon the content of the images already selected by the user during the search. This reduces the burden on unskilled users to set quantitative pictorial search parameters or to select images that come closest to meeting their goals, but it does require the user to behave consistently as defined by the machine. Retrieval should not require the user to have explicit knowledge of the features employed by the system and users should not have to re-formulate their visual interests in ways that they do not understand.

This paper proposes a robust similarity measure that imposes only very weak assumptions on the nature of the features used in the recognition process. This approach does not make use of a pre-defined distance metric plus feature space in which feature values are extracted from a query image and used to match those from database images, but instead generates features on a trial and error basis during the calculation of the similarity measure. This has the significant advantage that features that determine similarity can match whatever image property is important in a particular region whether it be a shape, a texture, a colour or a combination of all three. It means that effort is expended searching for the best feature for the region rather than expecting that a fixed feature set will perform optimally over the whole area of an image and over every image in the database. By generating thousands of random features and applying them on a trial and error basis as an integral part of the calculation of the similarity value, it is shown that a consistent measure is obtained that is not dependent upon any one or group of specific pattern measurements or representative training sets. The similarity measure is applied to the problem of distinguishing similar shapes in a set of black and white symbols.

2. COGNITIVE VISUAL ATTENTION

The model of Cognitive Visual Attention (CVA) described in this paper is a generalization of an earlier model of Visual Attention [24,25] and relies upon the similarity of pairs of neighbourhoods taken from patterns A and B. Let a set of measurements \( a \) on pattern \( A \) correspond to a location \( x \in A \) in bounded \( n \)-space \((x_1, x_2, x_3, ..., x_n)\) where \( x = (x_1, x_2, x_3, ..., x_n) \) and \( a = (a_1, a_2, a_3, ..., a_p) \).

Define a function \( F \) such that \( a = F(x) \) wherever \( a \) exists. It is important to note that no assumptions are made about the nature of \( F \) eg continuity. It is assumed that \( x \) exists if \( a \) exists.

Consider a neighbourhood \( N_x \) of \( x \) where

\[ x' \in N_x \text{ iff } |x_i - x'_i| < \varepsilon_i \forall i \]

Select a set of \( m \) random points \( S_x \) in \( N_x \) where

\[ S_x = \{x'_1, x'_2, x'_3, ..., x'_m\} \text{ and } F(x'_i) \text{ is defined.} \]

Select a location \( y \) corresponding to the set of measurements \( b \) on pattern \( B \) for which \( F \) is defined where

\[ |x_i - y_j| \leq s \]

Define the set \( S_y = \{y'_1, y'_2, y'_3, ..., y'_m\} \) where

\[ x - x'_i = y - y'_i \text{ and } F(y'_i) \text{ exists.} \]

The neighbourhood of \( x \) is said to match that of \( y \) if

\[ |F(x) - F(y)| < \delta_j \text{ and } |F(x'_i) - F(y'_i)| < \delta_j \forall i,j. \]
In general $\delta_j$ is not a constant and will be dependent upon the measurements under comparison, i.e.,

$$\delta_j = f_j(F(x), F(y))$$

In the case of two-dimensional visual patterns, the CVA score of a pixel $x$ in the pattern $A$ should be high if a high proportion of randomly selected $S_x$ match $S_y$ for a fixed $y$ in pattern $B$.

The CVA score of a location $x$ is incremented each time one of the set of $M$ neighbourhoods $S_x$ matches a neighbourhood $S_y$ surrounding some $y$ in pattern $B$. This means that pixels $x$ in $A$ that achieve large numbers of matches between a range of $M$ neighbouring pixel sets $S_x$ and pixel neighbourhoods around $y$ in $B$ are assigned high CVA scores. In Figure 1, $m = 3$ pixels $x'$ are selected in the neighbourhood of a pixel $x$ in pattern $A$ and matched with 3 pixels in the neighbourhood of pixel $y$ in pattern $B$. Each of the pixels might possess three colour parameters, so $F(x') = a = (r, g, b)$, and the neighbourhood of the second pixel $y$ matches the first if the colour parameters of all $m + 1$ corresponding pixels have values within $\delta_j$ of each other.

A parameter $s$ is introduced to limit the area in pattern $B$ within which the location $y$ is randomly selected. $s=2$ defines the dotted region in figure 1. This improves the efficiency of the algorithm in those cases where it is known that corresponding objects in the two images are shifted by no more than $s$ pixels. In effect, $s$ represents the maximum expected mis-registration or local distortion between all parts of the two images.

Some image analysis techniques carry out comparison calculations between images using patches that are contiguous neighbourhoods in which values from all the pixels are employed in the calculation. Patches match when a measure of correlation exceeds a certain threshold. This approach is unable to make best use of detail that is smaller than the size of the patch except in the case in which the correlation measure is designed to identify specific features. The random pixel neighbourhoods $S_x$ described here do not suffer from this disadvantage.

### 3. APPLICATION TO BLACK AND WHITE IMAGES

In the case of black and white images $F(x) = \{0, 1\}$ and we take $\varepsilon = 0$ so that a match occurs only if all $m+1$ pixels in a neighbourhood in $A$ match exactly those in $B$.

Define the CVA score of pattern $A$ with respect to $B$ as

$$C_{AB} = \sum_{x \in A} \left( \sum_{M \in A} (1 \mid S_x \text{matches} S_y, 0 \mid \text{otherwise}) \right) / \sum_{A} \text{black pixels}$$

$C_{AB}$ is normalised to be independent of image size. Furthermore, the score is not incremented if any neighbourhood $N_x$ contains only black pixels because such $S_x$ would tend to attach value to matching large expanses on black in $A$ and $B$.

---

1 It is worth noting that the Visual Attention score of pixel $x$ in pattern $A$ is high if $S_x$ mismatches $S_y$, and where $y$ is not fixed but is randomly selected from pattern $A$. Whereas Visual Attention requires no memory of the content of other images (other than image $A$), CVA locates relevant information contained in pattern $B$ to measure the degree of similarity.
It is worth noting that the CVA score does not possess the following properties:

1. $C_{AB} = C_{BA}$
2. $\text{Dist}(A,B) + \text{Dist}(B,C) \geq \text{Dist}(A,C)$
3. $\text{Dist}(A,A) = \text{Dist}(B,B)$

where $\text{Dist}(A,B) = M - C_{AB}$

However, to be useful the measure must satisfy $\text{Dist}(A,B) > \text{Dist}(A,A)$

The measure does not satisfy self-similarity (iii) or the triangular inequality (ii) and is therefore not a metric. In practice there is no requirement for the triangle inequality to be satisfied in measures of human perception. A pattern B may contain components in common with A and C thereby generating high values of $C_{AB}$ and $C_{BC}$. However, A and C may have no features in common at all and no conclusion regarding A and C can necessarily be inferred from the similarities of AB and BC (Figure 2).

Symmetry is also not a requirement as is seen for example, in the case of pattern A containing a circle and pattern B containing a circle and a square; it is reasonable that pattern A is more similar to B than B is to A because B contains A. It is also significant that although the measure of self similarity $C_{AA}$ will take a high value because the probability of matches between $S_x$ and $S_y$ will be highest for identical pairs of patterns, it will not necessarily obtain the same value for all patterns. However, the value of $C_{AA}$ will always be greater than $C_{AB}$ provided M is large enough. Tversky [26] showed that measures of similarity that conform to human perception do not satisfy the usual properties of a metric, such as the triangular inequality. He proposed a feature contrast model relevant to human perception, but still required a set of pre-specified features for its definition.

The gain of the scoring mechanism is increased significantly by retaining the pixel location $y$ if a match is detected, and reusing $y$ for comparison with the next of the M neighbourhoods. It is likely that if a matching pixel configuration is generated, other configurations will match again at the same point, and this location $y$ once found and reused, will accelerate the rise of the CVA score provided that the sequence is not subsequently interrupted by a mismatch.

If however, $S_x$ subsequently mismatches at that location, the score is not incremented, and an entirely new location $y$ in pattern B is randomly selected ready for the next comparison. In this way competing locations in pattern B are selected against if they contain little commonality with the neighbourhood of $x$ in pattern A.

In addition efficiency may be further improved by exploiting potential continuity following a high CVA score at $x = (x_1, x_2)$ in A after comparisons with $y = (y_1, y_2)$ in B. For example, the first neighbourhood in B to be selected and compared with $(x_1+1,x_2)$ would be $(y_1+1,y_2)$ as it would be very likely that these would still be corresponding points from the same visual object in patterns A and B.

The first few (typically init=20) comparisons during the calculation are not scored to give the process a chance to identify a high scoring location $y$ in pattern B before the sequence of M comparisons is commenced. This strategy improves the gain of the score by removing non-scoring comparisons during the initial casting about for a matching location. If a perfectly similar location $y$ is found during this initial stage all subsequent M comparisons will match and yield a maximum CVA score.

The size of neighbourhoods is specified by the maximum distance ($\epsilon_i$) of configuration components to the pixel in A being scored. The neighbourhood is compared with the neighbourhoods of M other randomly selected pixels in pattern B that are more than a distance epsilon from the boundary of the pattern. Typically $\epsilon_1 = 2$ and $M = 50$, with $m = 3$ neighbouring pixels selected for comparison. Larger values of $s$ and the $\epsilon_i$ are selected according to the scale and distortion in the patterns being analysed. Increasing the value of M reduces the variability in the CVA scores.
4. CLUSTERING

The CVA scores were computed for all pairs in a set of 100x100 pixel patterns. A number of clusters emerged and two examples are shown in Figure 3 with scores tabulated in Table 1.

![Figure 3 Two pattern clusters [27]](image)

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Set 1</th>
<th>Set 2</th>
<th>Set 3</th>
<th>Set 4</th>
<th>Set 5</th>
<th>Set 6</th>
<th>Set 7</th>
<th>Set 8</th>
<th>Set 9</th>
<th>Set 10</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40.2</td>
<td>17.5</td>
<td>21.2</td>
<td>30.1</td>
<td>3.7</td>
<td>16.7</td>
<td>21.7</td>
<td>21.0</td>
<td>22.5</td>
<td>18.7</td>
<td>268.4</td>
</tr>
<tr>
<td>2</td>
<td>19.9</td>
<td>36.0</td>
<td>27.0</td>
<td>27.7</td>
<td>21.7</td>
<td>21.9</td>
<td>21.0</td>
<td>21.9</td>
<td>20.4</td>
<td>21.1</td>
<td>228.2</td>
</tr>
<tr>
<td>3</td>
<td>16.0</td>
<td>17.0</td>
<td>40.7</td>
<td>27.1</td>
<td>25.9</td>
<td>21.0</td>
<td>21.9</td>
<td>20.4</td>
<td>21.1</td>
<td>22.3</td>
<td>192.5</td>
</tr>
<tr>
<td>4</td>
<td>20.1</td>
<td>22.3</td>
<td>26.7</td>
<td>41.4</td>
<td>25.6</td>
<td>25.6</td>
<td>20.3</td>
<td>27.0</td>
<td>22.2</td>
<td>22.2</td>
<td>221.6</td>
</tr>
<tr>
<td>5</td>
<td>19.5</td>
<td>20.6</td>
<td>26.8</td>
<td>28.7</td>
<td>35.2</td>
<td>22.2</td>
<td>23.4</td>
<td>20.3</td>
<td>22.8</td>
<td>22.4</td>
<td>206.7</td>
</tr>
<tr>
<td>6</td>
<td>19.0</td>
<td>18.8</td>
<td>24.3</td>
<td>29.1</td>
<td>31.0</td>
<td>31.0</td>
<td>28.7</td>
<td>24.7</td>
<td>22.5</td>
<td>22.5</td>
<td>192.4</td>
</tr>
<tr>
<td>7</td>
<td>26.7</td>
<td>21.0</td>
<td>23.6</td>
<td>27.7</td>
<td>24.6</td>
<td>21.5</td>
<td>37.3</td>
<td>27.8</td>
<td>32.0</td>
<td>32.0</td>
<td>232.8</td>
</tr>
<tr>
<td>8</td>
<td>28.1</td>
<td>21.4</td>
<td>25.0</td>
<td>27.8</td>
<td>25.0</td>
<td>23.3</td>
<td>30.6</td>
<td>37.6</td>
<td>32.1</td>
<td>32.1</td>
<td>240.0</td>
</tr>
<tr>
<td>9</td>
<td>26.4</td>
<td>22.3</td>
<td>24.7</td>
<td>28.5</td>
<td>29.3</td>
<td>24.2</td>
<td>31.2</td>
<td>28.6</td>
<td>37.3</td>
<td>37.3</td>
<td>238.3</td>
</tr>
<tr>
<td>10</td>
<td>27.3</td>
<td>22.1</td>
<td>27.8</td>
<td>29.2</td>
<td>27.7</td>
<td>28.0</td>
<td>30.6</td>
<td>27.1</td>
<td>31.2</td>
<td>31.2</td>
<td>247.1</td>
</tr>
</tbody>
</table>

**Table 1** Pattern similarity scores for two pattern sets

In all cases the similarity score \( C_{AA} \) is greater than \( C_{AB} \) for all \( B \neq A \). The greatest sum \( \max_i(\sum_j C_{ij}) \) of the scores in each row indicates the pattern that is the most similar to the others (pattern 6 in set 1), and the highest column sum \( \max_j(\sum_i C_{ij}) \) indicates the pattern to which most other patterns are the most similar (pattern 4 in set 1). The asymmetry of the CVA score is apparent from the fact that the pattern that is closest to the others is not the same as the pattern to which the others are closest. In this case pattern 4 can be considered the ‘centre’ of the cluster when judging whether new patterns are members of the same group. The similar concept of ‘vantage’ patterns has been used for efficient image retrieval in work by Vleugels et al [28]. Candidate patterns would be members of the cluster if the CVA scores
with pattern 4 were greater than the minimum score already in the cluster (pattern 3 score = 27.1). By the same token pattern 3, being the most peripheral pattern in the cluster, would be the first member to be displaced. Overlaps between clusters are determined by an arbitrary threshold and the degree of commonality between patterns and cluster centres. In this case pattern 10 in cluster 1 is pattern 17 in cluster 2.

![Similarity arrays for patterns 1 and 4 when compared with each other](image)

Figure 4 illustrates the strengths of the similarity scores for each pixel in pattern 1 when compared with pattern 4, and pattern 4 when compared with pattern 1, where higher scores are indicated by darker grey levels. The vertical and horizontal edges contribute most to the respective overall similarity scores, however, the large central area in pattern 4 fails to match with pattern 1 which leads to a lower score (20.1) than in the reverse direction (30.1). This example clearly demonstrates the asymmetry in the CVA similarity measure.

5. EVALUATION

The effects of translation, rotation, scaling and noise on the CVA score are illustrated by transforming pattern 5 in cluster 1 in various ways and observing changes in the score relative to the centre of the cluster (pattern 4). It is then possible to identify the level of distortion which causes the pattern to move outside the bounds of the cluster. The parameter values used throughout were $M=50$, $m=3$, $\varepsilon=2$, $\text{init}=20$, $s=7$ unless stated otherwise.

5.1 Translation

Six versions of pattern 5 were generated by a series of 5 pixel upward shifts. These were scored against pattern 4 for a range of values of the parameter $s$ (Figure 5). The scores remained sufficiently high (>27.1) for pattern 5 to remain in the cluster provided the magnitude of the translation did not exceed the size of $s$.

5.2 Rotation

The scores of pattern 5 rotated in $1^\circ$ increments are shown in Figure 6. Pattern 5 leaves the cluster after a rotation of between $4^\circ$ and $5^\circ$. The scores then decrease fairly continuously until $45^\circ$ and then rise again towards $90^\circ$ where the square shape of pattern 5 aligns again with pattern 4.

5.3 Scaling

Pattern 5 was reduced in size in 5% increments down to 50%. Scores were generated for $s=7,10,15$ (Figure 7). Scores were approximately the same for each value of $s$ until the scale reduction gave rise to an effective shift for a substantial number of corresponding pixels that exceeded the value of $s$. With $s=15$, a 75% reduction in size still left pattern 5 within the cluster (using values in Table 1 recalculated for $s=15$).
Figure 5 Translated pattern scores

Figure 6 Rotated pattern scores
5.4 Noise

Various categories of noise were applied to pattern 5 to determine the effect on scores. First a succession of Gaussian blurs were applied followed by thresholding. Rather surprisingly the scores improved to a peak at two blurrings and all the distorted patterns remained within the cluster - Figure 8. In this case the blurring process smoothed some of the edges which led to better matches with pattern 6 and higher scores in these regions.

Figure 7 Scaled pattern scores

Figure 8 Blurred patterns
Next additive noise was applied and again an improvement was obtained – Figure 9. Three levels of noise were applied before pattern 5 left the cluster. The white noise pixels enabled the CVA score to operate over what should have been unscored expanses of black in pattern 5 and gave rise to an increase in score following the first application of noise.

Finally pattern 5 was subjected to increasing levels of structural distortion and the resulting scores are displayed in Figure 10. Pattern 5 leaves the cluster after four successive distortions.
6. CONCLUSIONS

The CVA similarity measure has been tested on very small sets of patterns and further investigations are planned on larger datasets in other applications. The measure enables associations to be set up between regions within sets of patterns that reflect their degree of similarity and thereby exposes a clustering structure within the data which can be usefully employed during retrieval. Experiments indicated that the measure is robust and capable of identifying similarities despite distortions arising from translation, rotation, scaling and other disturbances. Bounds on the magnitude of the distortions influences the volume of computation (M) required to obtain consistent results. Increasing the value of the relative shift parameter s allows similar regions in different patterns to be related, but at the expense of more computation.

The approach avoids the use of intuitively designed features that are normally selected to characterise the space of solutions being analysed. Moreover no filters or normalisation processes are employed. This strategy therefore does not preclude solutions that would have been chosen had a different set of feature measurements or filters been chosen. Instead features are selected during the measurement of similarity and may vary across images and across databases according to their performance. In a similar manner the distance measure used is not constrained by axioms of symmetry or the triangle inequality to behave in a way that is inconsistent with experience.

Although only black and white patterns have been investigated in this paper, the approach is being applied to colour images with the added scope of a richer source of visual data in which to detect similarities.
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