Detecting and identifying ambiguities in regression problems: an approach using a modified mountain method
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\textbf{Abstract-} Regression problems occur in many data analysis applications. The aim of regression is to approximate a function from which measurements were taken. When considering a regression problem, we have to take a number of aspects into account: How noisy the data are, whether they cover the domain sufficiently in which we want to find the regression function and what kind of regression function we should choose. However, the underlying assumption is always that the data actually are (noisy) samples of a single function. In some cases, this might not be true. For instance, when we consider data from a technical process that is controlled by human operators, these operators might use different strategies to reach a particular goal. Even a single operator might not stick to the same strategy all the time. Thus, the dataset containing a mixture of samples from different strategies, do not represent (noisy) samples from a single function. Therefore, there exists an ambiguity of selecting data from a large dataset for regression problems to fit a single model.

In this paper, we suggest an approach using a modified mountain method (MMM) to select data from a jumble of large data samples that come from different functions, in order to cope with the ambiguities in the underlying regression problem. The proposed method may also serve to identify the best local (approximation) function(s). These are determined using a weighted regression analysis method. The proposed methodology is explained with a one-dimensional problem, a single input single output system, and later performance of the proposed approach is analysed with artificial data of a two-dimensional case study.
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I. Introduction

Regression refers to the problem of predicting the value of a continuous variable based on one or a number of other (independent) variables. In a regression problem (RP), a sample dataset consists of a number of measured (multiple) input (single) output pairs. There are a number of aspects that have to be taken into account to solve a regression problem. How should the regression function be chosen in order to be flexible enough to fit to the data, but restricted enough to avoid overfitting? What is the appropriate error function? In most cases, the mean squared error is taken. However, there are a variety of other measures like the mean absolute error or the maximum absolute error (used for uniform approximation). Do the data cover the input domain sufficiently in the region where we want to carry out the prediction? Otherwise, we are in the area of extrapolation, which can lead to random guessing, if we have no further information about the underlying model that generates the data. How noisy are the data? Can we make sufficiently precise predictions in spite of the noise? Does the dataset contain outliers? How can we identify and remove them? However, one aspect is very often neglected or even ignored in the context of regression problems: The data might not represent (noisy) measurements of a single function, but (noisy) measurements from more than one function. This can happen for different reasons. When the data are taken from observing human operators controlling a process, there might be different strategies used by the same or different operators to achieve the same goal. As a simple example, consider steering a vehicle including obstacle avoidance. The easy and common method is, an obstacle can be avoided by either steering to the right or to the left. Data from both cases might be present in the data set. The best thing a regression function aiming at minimizing the mean (squared) error can do, is to interpolate between the two strategies which leads to bumping straight into the obstacle.

Another reason for the presence of such ambiguities in data sets might occur in the case, when there are attributes that contain important information that were not observed or not observable. Therefore, for the same values of the observed attributes we might have completely different values for the dependent variable due to different values in the non-observed attributes.

Another example of ambiguity lies in the fact of selecting the optimal values of the machining parameters in manufacturing processes to achieve a desired output such as surface roughness of a machined component.
For instance, in grinding processes (a manufacturing process to generate a smooth surface on a workpiece), the selection of optimal values of wheel speed to achieve a desired surface finish with different values of wheel dress lead is ambiguous in the operator’s point of view for a given work speed and feed rate. Practically, different operators have used their own (expert) strategy to consider the optimal values of machining/process control parameters to perform a particular task. Again, there is also the possibility of real outliers due to inherent human or measurement errors, which cannot be avoided. Therefore, the existence of imperfect data in the whole data set as well as data collected from various sources; based on which the regression analysis is carried out to develop a single model, affect the model’s performance. This is obvious because every data point involved in a particular dataset has an effect in determining the values of the regression function coefficients that are estimated using a regression analysis method.

2. Outline of the problem and its solution

Our principle aim is to approximate the whole (possibly ambiguous) data set by local models or local functions. In order to define a suitable local function, one should consider the following three primary aspects: determination of the coefficients of the function of a given structure, identification of the region where the function is applicable and the goodness of fit for a significant number of data samples. Due to the ambiguity inherent in the data, the local function might not fit to all the data in its assigned local region. However, those aspects are interrelated with each other. Let us consider a physical system and we have a set of data that are observed/measured during operation of the system with different strategies applied to obtain the same system target/goal. Thus, these data do not follow a single function/model rather follow different functions of the same system corresponding to the respective strategies. The main aim of this work is first to formulate the local function(s) of the respective strategies based on the available sample data in a specified region and finally to identify as well measure the ambiguity (number of strategies associated with the system) involved in the regression procedure used to construct the function(s). A simple one-dimensional case is illustrated in Fig. 1, where x is the input variable and y is the output variable. In this problem, the data samples as depicted in Fig. 1 are originally taken from three different local functions. Now, to define a local function using a regression
analysis based on the entire data samples or some of the arbitrary data samples may not be able to satisfy the above-mentioned criteria of a good (local) function. This incident is obvious because, first, each used data sample has a contribution in determining the coefficients of the chosen regression function, secondly, the distance or the physical location of a data sample from the derived local function has also a great influence, and these factors finally affect the computation of the optimal values of the function coefficients. However, there must exist a suitable approximate function that fulfils the aspects of a best local function with a significant number of data samples. This phenomenon particularly may occur when the data samples belong to more than one underlying function. Thus, our primary objective is to develop an algorithm that will be able to find a (near) best function through an extensive local search over the data samples. This function should cover as many data as possible in a local region that is as large as possible. One possible method is to proceed in finding the local function(s) step by step in a typical manner such that, once a function is derived, the associated data samples are removed from the whole data set, and finally to measure the ambiguities in terms of the number of underlying functions involved in the whole conglomeration of data samples.

In the authors’ previous work [11], an algorithm was proposed to detect ambiguities in regression problems using two TSK models. TSK models are fuzzy rule-based descriptions of functions. Each rule defines a local (fuzzy) region and assigns an output function to that region. In that work, two TSK fuzzy models are considered to work in parallel based upon the idea of sharing or competing for the data with each other in every step of the iteration process. This idea of data competing or sharing is implemented following the concept of alternating optimization in clustering. However, the underlying TSK models are quite static and cannot be fitted well to the data in all cases, since the underlying fuzzy partitions (defining the local regions) are assumed to be fixed. In the present work, we are interested in detecting as well as obtaining the approximate function(s) in the mixture of data samples that are considered to be present in the whole input space or a single (fuzzy) partition of the input space by means of a locally extensive search method such as the (modified) mountain method. The mountain method is a clustering technique that is suitable for finding (approximate) cluster centres in a data set step by step. After a cluster centre is found (in a region with high data density), data associated with this cluster centre are (partly) subtracted from the data set. We face a
similar, but more complicated problem here. Instead of finding simple cluster centres, we are looking for appropriate local functions. In addition, a local function does not necessarily have to approximate all the data in its assigned region, because of the inherent ambiguities in our data.

The rest of the paper is arranged as follows: Section 3 briefly reviews the general mountain method. The Modified Mountain Method (MMM) and its enrichment with linear regression based on distance weights is discussed in Section 4. The proposed algorithm based on the modified mountain method to detect and identify ambiguities in regression problems is explained in Section 5. Section 6 investigates the performance of the proposed MMM-based approach with a two-dimensional case study. The concluding remarks of this work are presented in Section 7.

3. The general mountain method

The clustering concept of a mountain method was first introduced by Barone et. al. in 1993 [1]. Later, Yager had extended its utilization in different applications such as approximate estimation of cluster centres [13], fuzzy clustering [2] and fuzzy rule generation [14]. The basic idea of the mountain approach is to identify regions of high data density step by step, cover the data in that region by a cluster centre and (partly) remove the covered data – depending on how well they are covered – from the data set. In order to identify regions of high data density, the mountain method defines a kind of potential function. Then the mountain method searches for a candidate for a cluster centre, which has a higher potential than the others. The (potential) surface generated by the potential values of each candidate forms a mountain-like range and the highest peak of this mountain range is the highest potential candidate. In the scheme of Yager’s mountain method applied for data clustering, the algorithm starts with the restriction of an s dimensional data space Rs to an s dimensional hypercube $I_1 \times I_2 \times \ldots \times I_s$, where the length of each dimension of the dataset $I_j$, $j=1, 2, \ldots, s$ is defined by the ranges of the corresponding coordinates $x_{kj}$ (the $j_{th}$ coordinate of the $k_{th}$ data point). Then, each interval ($I_j$) is discretized into multiple equidistant points in order to define a number of grid nodes in the data space restricted by the hypercube. To each grid node ($N_i$) a value is assigned, the so-called mountain potential.
that is obtained based on a function, called mountain function. The mountain function is defined by the following empirical expression.

\[ M(N_i) = \sum_{k=1}^{n} e^{-\alpha d(x_k, N_i)}, \]  

(1)

where \( \alpha \) is a positive constant and \( d(x_k, N_i) \) is the Euclidean distance (or any other suitable distance measure) between the data point \( x_k \) and grid node \( N_i \). The grid node that has the maximum value of the mountain function is considered to be the peak of the mountain range and chosen as the cluster centre in clustering of data i.e.,

\[ M^* = \text{Max}[M(N_i)]. \]  

(2)

After the identification of this grid node, say \( N_j \), as the first cluster centre, the mountain potentials of all the grid nodes are re-evaluated by eliminating the effects of the cluster centre that has just been identified previously. In order to accomplish this, a certain amount from the prior mountain potential at each grid node is subtracted, depending on the grid node’s distance to \( N_j \). Besides this, the amount to be deducted from the mountain potential also depends on the current maximal mountain potential value, \( M^*_1 \). Thus, the modified values, \( M^k(N_i) \) of node \( N_i \) after the \( k \)th iteration are defined by

\[ M^k(N_i) = M^{k-1}(N_i) - M^*_1 \sum_{k=1}^{n} e^{-\beta d(N^*_k, N_i)}. \]  

(3)

where \( \beta \) is another positive constant. Moreover, it should be mentioned that Chiu [4] has suggested a method called subtractive clustering method (SCM), which proceeds in a way similar to that of Yager’s mountain method. The only difference between SCM and the mountain method is that, in SCM each data point is considered as a potential cluster centre instead of grid points as considered in Yager’s mountain method. Kelly and Yager proposed a modified mountain method in 1995 for determining clusters centres [10]. Furthermore, Pal and Chakraborty have suggested a generalization of the mountain method (called mountain circular shell (MCS) method) by extending its application to detect special types of clusters such as circular, elliptical and rectangular shells [12]. The MCS method includes a modification the mountain function by incorporating the
radius and centre of circular shell. However, the applications of the mountain method as found in the past literature were mainly used to search and find approximate cluster centres of general data samples. The great advantage of using the mountain method is that the number of clusters is determined automatically in contrast to strategies such as the fuzzy C-means clustering algorithm [3, 8].

The mountain method as described above is an extremely useful technique to find a single local best fit (a cluster centre) for data using an extensive search strategy. However, as we are going to detect the number of underlying functions of a mixture of data samples as well as to find approximations of those functions simultaneously, the above (general) mountain method is not suited to solve this kind of problem in a straightforward manner. For example, the general mountain method does not consider deviation(s) of output value(s) for different sets of input(s) in determining the mountain potential. Thus, in order to tackle such kind of problems, a modification of the original mountain method, called the modified mountain method (MMM) is suggested here, which incorporates some additional features related to linear regression to find the best approximate local function.

4. Modified mountain method and its enrichment with weighted linear regression

4.1 Modified mountain method

The main difference of the modified mountain method (MMM) to the general mountain method (as described in Section 3) is that, at each iteration step, unlike the re-evaluation of the peaks of the mountain range by diminishing the effect of the highest peak that is just identified, here the mountain peaks are newly constructed followed by fully destructing the mountain range. Furthermore, in MMM, the mountain function is represented in a different way, which includes some important features of generalized linear regression such as the number of selected data samples and the error distance measure of each selected data point. The selection of the highest mountain peak is made based on the maximum mountain function value (mountain potential). The MMM that is suggested here, is used to identify the data samples from a large number of mixed data that are collected from different sources (strategies or functions), in order to detect and cope with ambiguities in the regression problem. In order to detect the ambiguities, MMM helps to formulate the best local function (or to fit a local function to (selected) data samples) in a large amount of mixed data that are present in a specified local region.
The local function is constructed using a distance weighted linear regression method around a grid node based on an inner product norm of the selected data points. In order to accomplish this we suggest an algorithm for data selection in a local sense.

In principle, the modified mountain method is works as follows.

Let us consider a set of $n$ input-output data samples $\{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$ originating from various functions, sources or strategies having $s$ input variables ($x^s$) and a single output variable ($y$). Thus we have a set of input data points $\{x_1, \ldots, x_n\}$ in the $s$ dimensional space $\mathbb{R}^s$. The value $x_{kj}$ is defined by the $j$th coordinate of the $k$th input data point where $k=1, 2, \ldots, n$ and $j=1, 2, \ldots, s$. We assume that the input data are located in a $j$ dimensional input hyperbox $I_1 \times I_2 \times \ldots \times I_s$ of a specified region where the intervals $I_j$ are defined by the ranges of the coordinates of the inputs $x_{kj}$, which are defined by the (nearest rounded) values of $[\min_k(x_{kj}), (and) \max_k(x_{kj})]$. Now, let us consider $s$ dimensional grid nodes $N(i_1, i_2, \ldots, i_s)$ by discretizing each of the intervals $I_j$ into $r_j$ (not necessarily) equidistant (grid) points, where the indices $i_1, \ldots, i_s$ take values from the sets $[1, \ldots, r_1], \ldots, [1, \ldots, r_s]$. The space restricted by the hyperbox is discretized by forming the grid nodes, $N(i_1, i_2, \ldots, i_s)$, which are theoretically defined by the every point in the hyperbox. The primary function of these grid nodes is that they are considered as possible mountains peaks based upon which the local functions are to be identified.

Now, we consider a single grid node that might be a mountain peak and evaluate the mountain function value that will be discussed in the following. We will use the simpler notation of $N_i$ to indicate a node with the implicit fact that $i$ equals some tuple of the form $(i_1, \ldots, i_s)$. To determine the mountain peak value on the grid node, we propose an expression, which we call modified mountain function. The proposed modified mountain function is defined as follows. We incorporate three basic terms in the modified mountain function. First of all, we have to choose those data points, which the corresponding local function should approximate. This number of data should be as large as possible. Secondly, since the local approximation should take place around our considered grid node, the chosen data should be close to this grid node. Finally, the associated output values
for these data should be approximated as good as possible by the considered local function. Therefore, we define the modified mountain function by

\[
Mv(N_i) = c_1 D_p + c_2 \sum_{i=1}^{D_p} e^{-\sigma d(N_k, x_i)} - c_3 \sum_{i=1}^{D_p} E_{p_i} e^{-\sigma d(N_k, x_i)}.
\]  (4)

where \(c_1, c_2\) and \(c_3\) are positive parameters that are used to balance the values of the corresponding associated terms, the positive constant \(\sigma\) is used to influence the value of the Euclidian distances \(d(N_k, x_i)\) between the node \(N_k\) and the data points \(x_i\), \(D_p\) is the number of selected data points that are to be approximated by the local function and \(E_{p_i}\) is the absolute error of the local function at the \(i^{th}\) data point. In order to determine an optimal value of \(Mv\), the selected values of the positive parameters (\(c_1, c_2\) and \(c_3\)) should be chosen properly. We can look at the value of the function \(Mv(N_i)\) as the height of a mountain range. The higher the mountain function value the larger is this potential ability to approximate a considerable number of points well enough. Thus, the mountain function value can be used as an indicator of the best local function approximation for a (large) subset of the data.

In contrast to the standard mountain method, we face additional problems here. The standard mountain method evaluates the grid nodes and then decides which grid node yields the best local fit for the data. In our case, we have to specify more parameters than only the grid node for the evaluation. For each grid node, we have to define a local regression function and we have to choose the subset of the data for which the corresponding local model is responsible. In the following subsection, we first tackle the problem of finding a suitable local approximation based on standard regression.

4.2 Linear regression based on distance weights

In this section, we consider a method to determine the function coefficients using linear regression based on distance weights on the data samples. There is a great advantage of using distance weight-based regression over the general regression method. In the general regression method, all data points have the same importance for the function coefficients, while in distance weight-based regression the data points with a lower distance value have a higher importance in finding the coefficients of the functions around the respective nodes. In
order to derive a set of linear equations for evaluation of the function coefficients, let us assume we have a data set containing \( s \) input-output tuples of sample data where the output \( y(i) \) is assigned to the input \( (x_1(i), x_2(i), \ldots, x_n(i)) \)

\[
D = \left\{ (x_1(1), y(1)) \right\} \cup \left\{ (x_2(1), y(2)) \right\} \cup \cdots \cup \left\{ (x_s(1), y(s)) \right\}
\]

Now, assume we have a polynomial function in the following form:

\[
y = f(x_1, x_2, \ldots, x_n)
\]

\[
y = \sum_{j=1}^{K} a_j f_j(x_1, x_2, \ldots, x_n)
\]

Let us assume, the total quadratic error that is caused by the function with respect to the given dataset is:

\[
E(a_1, a_2, \ldots, a_k)
\]

\[
E(a_1, a_2, \ldots, a_k) = \sum_{l=1}^{s} w_l \left( f(x_1(l), x_2(l), \ldots, x_n(l)) - y(l) \right)^2
\]

\[
E(a_1, a_2, \ldots, a_k) = \sum_{l=1}^{s} w_l \left( f_1(x_1(l), x_2(l), \ldots, x_n(l)) + \cdots + a_k f_k(x_1(l), x_2(l), \ldots, x_n(l)) - y(l) \right)^2,
\]

where \( w_l \) is a positive parameter called distance weight factor, which is defined by \( e^{-\delta d(N, x_l)} \) and \( \delta \) is a positive constant. The term \( d(N, x_l) \) is defined as the distance (more specifically Euclidean distance or any other suitable distance measure) of data point \( x_l \) to node \( N \). To determine the suitable values of the parameters \((a_1, a_2, \ldots, a_k)\) by minimizing \( E \), the partial derivatives of \( E \) with respect to each parameter are set to zero and finally we obtain Equation (3) in the following form:

\[
\sum_{j=1}^{K} a_j \sum_{l=1}^{S} w_l f_j(x_1(l), x_2(l), \ldots, x_n(l)) f_1(x_1(l), x_2(l), \ldots, x_n(l)) = \sum_{l=1}^{S} w_l y(l) f_1(x_1(l), x_2(l), \ldots, x_n(l))
\]
Thus, Equation (6) provides a set of linear equations from which we can compute the coefficients \((a_1, a_2, ..., a_k)\). The solution of Equation (6) in order to find the values of the coefficients can be solved using any conventional numerical method for systems of linear equations.

5. Detecting and identifying ambiguities in RP using MMM

In this section, we show how MMM can be used in a procedure for detecting ambiguities in regression problems. In order to detect the ambiguities in RP by selecting the (near) optimal local functions and the associated data samples in the mixture of data samples using the modified mountain method, we are systematically looking for global maxima of the mountain function value (mountain potential) at any point in the \(s\)-dimensional input space \(I_j\) (\(j=1, \ldots, s\)) i.e., the highest peak of the mountain range and the associated derived local function. Since, it is computationally impossible to consider all points as possible mountain peak in the input space, we restrict ourselves – as in the usual mountain method - to a finite number of grid points (nodes) spread over the input space. Let us first consider any of the grid nodes of the input hyperbox. Now the aim is to construct a local function/model around the grid node. There are three primary criteria to be considered in order to construct a local function/model in the input hyperbox of muddled data samples: function coefficient(s), locality of the model by means of its centre point (i.e. the grid node) and an suitable subset of data with significant number of data points. The coefficient(s) of the function are determined using the distance-weighted linear regression method as discussed in sub-section 4.2 based on the data samples in the suitable subset of muddled data. The locality of the model is characterised/sensed by the grid node around which the model is to be extended. To select the appropriate data samples from the mixture of data, there are well-known search methods such as genetic algorithm (GA) [7], simulated annealing [9], tabu search [5, 6]. However due to reasonably high computational complexity as well as processing time required for those method to obtain a sufficiently good solution, in this present work, an intuitive algorithm is proposed which is explained below. In this algorithm, the local function/model derived at its centre point (grid node) based on the input-output data samples those are well suited to the local function according to a permitted (absolute) error
limit in an iteration procedure. This algorithm is supposed to have less computational complexity to solve this specific problem in an efficient manner.

In the first step of the algorithm, a local function is constructed using Equation (6) based on all (initial) input-output data samples that might originate from different underlying strategies/functions. Then, for each input of the total data samples the output of the (tentatively) derived local function is calculated. Now, the deviation of the output value of the derived function from that of the desired one is considered as an error. Then the absolute (or any other error measuring function) error value to achieve a good approximation, is compared with a given desired error limit. Those data yielding a smaller error than the prescribed error limit are assigned to the corresponding local function and called them “selected data” (SD). In the next step, these selected data are used for linear regression (named as DR) to derive a new local function. Now we check for which data from the whole data set this function satisfies the prescribed error limit. If this consists of the same data samples as in the previous step, we terminate the computation of the local function at the corresponding grid node. Otherwise, we continue the procedure with the data samples assigned to new local function.

Once the local function is constructed, the mountain function value of the grid node is calculated using the modified mountain function (as expressed in Equation (4)). Now, the selection of the grid node (mountain peak) and the associated function are made based on the maximum modified mountain function value. If there is more than one grid node having the same maximum modified mountain function values, we select randomly any one of them as the highest peak of the mountain range. Let us denote the maximum value of the modified mountain function as \( Mv_1^* \) thus \( Mv_1^* = \max_i[M(N_i)] \).

Let \( N_1^* \) indicate the grid node in the input-space where this maximal score of the mountain function value is attained, it is the highest peak of the mountain range formed by the data set available in the specified input hyperbox (region). We select the data points associated with the corresponding local function associated to this node. The function associated to the node \( N_1^* \) is considered as one of the local models from which the data samples are actually collected.

Once the first local function is identified, the data associated with this function or based on which the function is derived are separated from the total data set. It is essentially important to mention that, in case, if
two local functions yield exactly the same output for a (data) input value, the algorithm assigns the corresponding data sample randomly to any of the functions. Sometimes, the function that is first selected will be preferred to accommodate the common data sample between multiple underlying functions. Unlike to the destruction of the mountain peak after choosing the first cluster centre that is done in the general mountain method proposed by Yager and Filev, in the modified mountain method the mountain peaks are completely destroyed and we newly rebuild the mountains based on the rest of the data samples in the next iteration stage. The above procedure as is performed above in deriving/selecting the first function (strategy) is executed in the next iteration to find the second function that is generated using the remaining data samples. In this way, this iteration procedure is allowed to continue to find the different underlying functions until the number of remaining data sample(s) reaches a predefined minimum number (or zero when all the data samples are perfectly suited to the different functions according to the specified error level). The minimum number of data samples is prescribed in the sense that a very small number of data sample(s) is not sufficient in order to construct a function using the regression analysis method. There is also another possibility in terminating the iteration process, i.e. when no data are assigned to a local function based on the predefined error limit. The number of iterations is equal to the number of underlying local functions from where the data are actually generated. The data samples that are not fitted by any of the underlying functions (due to the high noise) are identified and we may call them outliers. It is important to mention that this proposed algorithm determines the function coefficients based on the type of the structure of the function assumed by the designer.

We demonstrate the working principle of the proposed approach, which is based on the modified mountain method to detect ambiguities in RP in the following example with artificial data. For reasons of simplicity, we consider a one-dimensional problem. Later in Section 6, we discuss the performance of the MMM-based approach with a two-dimensional case study. We analyse some of the important aspects of the algorithm that are responsible for the detection of ambiguities in RP and the estimation of function coefficients of the derived local function using the distance-weighted linear regression method.
**Example**

In this example, we consider a one-dimensional problem, which consists of one input and one output variable. Furthermore, in order to demonstrate the working procedure of the algorithm, we have considered a dataset, which is the mixture of data samples that are taken from three (pre-defined) different functions as follows.

\[ y_1 = 14 + 0.5x \]  \hspace{1cm} (7)

\[ y_2 = -2 + x \]  \hspace{1cm} (8)

\[ y_3 = 50 - 1.5x \]  \hspace{1cm} (9)

For clarity as well as simplicity in describing the working procedure of the algorithm, only 31 data samples (15 from Equation (7); 10 from Equation (8) and 6 from Equation (9)) are considered. These functions are plotted in Fig 1. Now, if one tries to fit a single function to all these (muddled) data points using a simple linear regression technique, the results of the obtained function will show erroneousity in terms of the output accuracy. Thus, our main objective is first to detect this ambiguity that the data samples actually belong to multiple functions (strategies) and then to find the number of local functions from which the data samples were actually collected as well as to determine a suitable approximate function for each of those strategies using a weighted LR approach.

We have considered the grid for discretization in the input space with \( r_i = 10 \), as shown in Fig 1. The upper and lower limits of the interval \( I_i \) as determined from Fig. 1 are rounded to the values of 0 and 30, respectively. The values of the positive parameters of Equation (4) \( c_1, c_2 \) and \( c_3 \) are set to the values of 1.0, 2.0 and 100, respectively. The value of the positive parameter \( \delta \) that is used for finding the values of the distance weight factors during regression process is chosen as 1.0. For simplicity, the distance function for both the weight factor as well as in determining the mountain potential (Equation (4)) considered here, is defined by

\[ \sqrt{(N - x)}^2 \], \( N \) is the grid node and \( x \), an input data point. We have considered a function of the form

\[ y = a_1 x + a_2 x^2 \]  \hspace{1cm} for the linear regression process. The values of the coefficients (\( a_1 \) and \( a_2 \)) are determined by the method of linear regression based on distance weight based on the data samples. We have set the desired
error limit (absolute value) to 0.075. The numerical values of the mountain function calculated using Equation (4) with $\sigma = 5.4$ in the first iteration are listed in Table 1. Table 2 and Table 3 show the mountain function values at the respective nodes in the successive iteration processes. In Table 1, it can be seen that node (4) has the highest mountain potential value 10.3309 corresponding to the local function with coefficient values of $a_1 = -2$ and $a_2 = 1$. In the second iteration, the maximum mountain potential (17.2995) is found at node (3) as shown in Table 2, which obtains the local function with coefficients $(a_1 = 14$ and $a_2 = -0.5)$. Similarly, node (10) having the highest mountain value (7.0004) is detected in the third iteration step and the obtained local function has the coefficients values 50 and $-1.5$ for $a_1$ and $a_2$, respectively. In each node (4, 3 and 10) in the respective iteration steps all the corresponding data points (10 for function (11), 16 for function (10) and 5 for function (12) in the first, second and third iteration step, respectively) are selected, since these data samples are completely noiseless to ensure the prescribed permissible error limit (0.075). The common data point $(x=18; y=23)$ between the two functions (Equation (7) and Equation (9)) is selected by a single local function i.e., Equation (9), which is first derived in the iteration procedure. Thus, the number of data samples selected by the local model at grid node (3) in Table 2 is shown as 16, whereas the local model derived at grid node (10) in Table 3 selects 5 instead of the original number of data samples (6). It has also been found that the mountain potential of some nodes (node 9 in Table 1 and node 7 in Table 2) show zero values. This is because in those cases where no data point were selected by the algorithm (as presented in Fig. 2) for the distance-weighted LR method.

The performance of the whole algorithm mainly depends on the appropriate values of the five positive parameters of the algorithm and their combination as well. The influence of these parameters on the performance of the MMM-based algorithm is discussed and analysed in Section 6.

6. Performance analysis of the MMM-based approach

In the above example (as discussed in Section 5), we have considered data from three different one-dimensional local functions and run the program with these data. In order to find a satisfactory result to determine the number of local functions that are involved in the data samples, we have chosen the values of the
positive constants \( c_1 = 1.0; c_2 = 2.0; c_3 = 100; \) \( \delta = 1.0 \) and \( \sigma = 5.4 \). The utilization of the positive parameters \( c_1, \)
\( c_2 \) and \( c_3 \) is to have a balanced value of the modified mountain function potential. The positive constants \( \sigma \) and \( \delta \) influence the values of the Euclidian distances \( d(N_k, x_i) \) between the node, \( N_k \) and the data points, \( x_i \) in the expressions of the modified mountain function and the weighted linear regression, respectively. Thus, one of the most important problems was to find the appropriate value of the parameter \( \delta \) as the precision of function approximation depends on this parameter. On the other hand, the role of the parameter \( \sigma \) is to maintain a reasonable amount of the modified mountain function value. Another issue is that the accuracy of the MMM-based algorithm depends also on the fitness of the grid nodes (i.e. the number of grid nodes assumed over the input space), but with a refined grid, the algorithm becomes computationally more expensive. Furthermore, with the increase in the dimensionality of the data the computational costs also increase.

We have analysed the performance of the proposed algorithm (as described in Section 5), which is combined with the MMM to detect ambiguities by finding the number of local functions actually involved in the dataset with different (finite) numbers of grid nodes chosen in the input space as well as the desired accuracy level that is to be set beforehand. In order to investigate the effect of those parameters, we have considered a two-dimensional problem, which actually involves four local functions as follows:

\[
Y = 0.2 x_1 + 0.3 x_2 + 0.2 x_1 x_2, \quad (10)
\]
\[
Y = 0.3 x_1 + 0.3 x_2 + 0.15 x_1 x_2, \quad (11)
\]
\[
Y = 0.5 x_1 + 0.2 x_2 + 0.1 x_1 x_2, \quad (12)
\]
\[
Y = 0.2 x_1 + 0.2 x_2 + 0.15 x_1 x_2, \quad (13)
\]

We incorporate a noisiness of 2 percent of the output value to the 40 data samples that are generated from each of the four different functions. The purpose of introducing noisiness to the data samples is that to analyse the capability of the proposed method how it deals with noisy data. Practically, the observed/measured data of a physical process are always contaminated by noise due to various factors. We have added the noisiness to the data samples as either in positive or negative sense, at random. The mixture of all data samples for the 40
different cases of each of the four functions, Equation (13), (14), (15) and (16) are depicted in Fig. 3. We have chosen the same functional form as the underlying functions, i.e., \( Y = a_1 x_1 + a_2 x_2 + a_3 x_1 x_2 \), where \( a_1, a_2 \) and \( a_3 \) are the coefficients that are to be determined and \( x_1 \) and \( x_2 \) are two input variables. Furthermore, we have assumed the values of the positive parameters \((c_1, c_2, c_3 \) and \( \sigma \)) are the same as stated above. The influences of those parameters do not have much importance to the primary objective of the proposed MMM-based approach. Thus, in this study, the investigation is mainly made on the effects of the factor associated with the distance function in the weighted regression analysis \( \delta \), the number of grid nodes of the input space/hyperbox and the desired error limit.

To analyse the effect of the density of the grid nodes with the performance of the approach, the value of factor, \( \delta \) is assumed 1.0. The value of the desired error level is set to 0.5. The values that are presented in Table 4 show the results obtained by the approach with various numbers of grid nodes in the input space. From Table 4, we find that detection of ambiguity or/otherwise the number functions does not depend much on the number of grid nodes particularly, when the proper value of \( \delta \) is chosen for a given error limit but, the number of outliers reduces with increasing the grid nodes. Besides this, the number of outliers may be high in the case of more noisiness involved to the data samples while precise function accuracy is desired. However, with a higher number of grid nodes, a better result in finding the coefficient values of the derived local functions is obtained. That means, the underlying local models (functions), which are characterised by the function coefficients, belong to the different local strategies are evaluated more accurately for a given accuracy level to those functions. Nevertheless, with increasing the number of grid nodes, the program takes more computational time to evaluate the function coefficients. Particularly, a reasonable number of grid nodes is sufficient to identify the number of underlying local functions involved in the data set.

The results of the number of obtained functions along with the outliers for different values of the error limit for a number of grid nodes of 10x10=100 are depicted in Fig 4. Fig. 4 shows that a higher accuracy (less error) value generates more functions from a given set of data samples. However, the values of the function coefficients are also more accurately obtained with decreasing the given error limit. On the other hand, the
The number of outliers is also reduced with a higher error value. Thus, the setting of the suitable value of error level is an important issue, which may provide the real measure (number of underlying local functions) of ambiguity involved in the data set. The optimum setting of error level should be chosen where the number of selected local models/functions would be more with a lowest number of outliers. However, the setting of proper error limit highly depends on the degree of noisiness associated to data samples.

The values of the distance weight factors that depended on the chosen value of positive parameter $\delta$ and the nature (or form) of the distance function considered influence the data samples associated with the local function during the regression analysis procedure. Fig. 5 describes the variation of the number of functions obtained and the outliers at the end of the program run with different values of $\delta$ for a given error limit of 0.5. Furthermore, which underlying function (whose function coefficients are determined using the distance-weighted LR method as discussed in sub-section 4.2) would be selected first primarily depends on the values of $\delta$. Basically, the parameter $\delta$ helps in constructing a function around a node by providing an importance to the nearest data points to that node. However, the optimum value of $\sigma$ is an important issue for which one can obtain the best result. The influences of the other parameters ($c_1, c_2, c_3$ and $\sigma$) are not very important for the main objective of this approach to detect ambiguities in regression problems. However, appropriate values of those parameters are significant to evaluate a rational mountain function value as well as to obtain better-approximated function.

However, one of the limitations of this proposed method is that the given accuracy level (error limit) prescribed to the algorithm (as illustrated in Fig.2) should not be higher than a certain value. This numerical value of the accuracy level is nothing but the minimum of the output-errors of the data sample calculated by the derived local function that is derived using the distance-weighted LR method based on the same data samples. Furthermore, in providing a lower desired error limit, it may happen that very similar data samples that originally belong to different local functions (strategies) are selected for a common function. This is because those data samples provide a lower error than the given threshold error level. These problems may be solved by modifying the algorithm in such a way that the program can start the iteration process with a
sufficiently low (crude) initial error level and gradually reduces the error value, and finally converges to an optimum value.

7. Conclusions
In this paper, we discuss different possible aspects with some practical examples, which may create ambiguities in regression problems when dealing with multi-strategic (multi-functional) data samples. The primary objective of this work is to identify the underlying local functions using a linear regression method in a mixture of data samples. In order to do this, we propose a novel approach to formulate as well as extract the local functions associated to the data set step-by-step in an iteration process. The proposed method approximates the near-best local model(s) by considering the three primary criteria such as determination of coefficients of the function of a given structure, identification of the region where the function is extended and the goodness of fit with significant number of data samples. In order to construct the local function(s) we have used here a weighted linear regression method. The number of step(s) needed in the iteration process determines the number of local underlying models/functions (identification of ambiguities) present to the whole data set. This proposed approach is accompanied with a method called the modified mountain method (whose working procedure is similar to the Yager’s mountain method). The modified mountain method proposed here includes some important features of generalized linear regression techniques such as the error distance measure of each selected data point and the number of well-fitted data samples.

We demonstrate the proposed approach with artificial data taken from three dissimilar single input-single output functions to proof the feasibility of the method in order to detect and identify ambiguities in regression problems. Later, a further investigation is made to identify the possible basis to improve the performance of the method by analysing the effects of the involved parameters. In order to accomplish this we consider data samples taken from four different two inputs-one output systems. It has been observed that the performance of the proposed method mainly depends on three factors namely the prescribed error limit, the number of grid nodes assumed in the input space and the value of the distance weight factor used in the linear regression process. Among these three primary factors, the prescribed value of the error limit is most significant.
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Table 1
Numerical values of the modified mountain function in the first iteration

<table>
<thead>
<tr>
<th>Node</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mountain potential</td>
<td>2</td>
<td>10</td>
<td>10.03</td>
<td>10.3309</td>
<td>10.1004</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Number of data points selected</td>
<td>2</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2
Numerical values of the modified mountain function in the second iteration

<table>
<thead>
<tr>
<th>Node</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mountain potential</td>
<td>16</td>
<td>16.041</td>
<td>17.2995</td>
<td>1.0001</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>7.0214</td>
<td>9.0004</td>
</tr>
<tr>
<td>Number of data points selected</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 3
Numerical values of the modified mountain function in the third iteration

<table>
<thead>
<tr>
<th>Node</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mountain potential</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5.0015</td>
<td>5.60254</td>
<td>5.0214</td>
<td>7.0004</td>
</tr>
<tr>
<td>Number of data points selected</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>
Table 4
Results obtained by the approach with different grid nodes

<table>
<thead>
<tr>
<th>No of grid nodes</th>
<th>Local functions with the values of function coefficients</th>
<th>Outlier(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5x5=25</td>
<td>$Y = 0.255737 X_1 + 0.262316 X_2 + 0.146598 X_1X_2$</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>$Y = 0.471553 X_1 + 0.265526 X_2 + 0.0972468 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Y = 0.188476 X_1 + 0.308624 X_2 + 0.201059 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Y = 0.30182 X_1 + 0.359994 X_2 + 0.136872 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td>8x8=64</td>
<td>$Y = 0.244295 X_1 + 0.241752 X_2 + 0.148673 X_1X_2$</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>$Y = 0.48747 X_1 + 0.251172 X_2 + 0.0971293 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Y = 0.208074 X_1 + 0.310874 X_2 + 0.199556 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Y = 0.31048 X_1 + 0.309994 X_2 + 0.146872 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td>10x10=100</td>
<td>$Y = 0.264178 X_1 + 0.209812 X_2 + 0.150181 X_1X_2$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$Y = 0.491878 X_1 + 0.209302 X_2 + 0.0906482 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Y = 0.237614 X_1 + 0.204207 X_2 + 0.19509 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Y = 0.30857 X_1 + 0.310301 X_2 + 0.14557 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td>12x12=144</td>
<td>$Y = 0.234275 X_1 + 0.214068 X_2 + 0.150115 X_1X_2$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$Y = 0.500239 X_1 + 0.210491 X_2 + 0.0979373 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Y = 0.216922 X_1 + 0.305893 X_2 + 0.199011 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Y = 0.30182 X_1 + 0.359994 X_2 + 0.146872 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td>15x15=225</td>
<td>$Y = 0.212776 X_1 + 0.211174 X_2 + 0.150117 X_1X_2$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$Y = 0.489096 X_1 + 0.210735 X_2 + 0.0984941 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Y = 0.215095 X_1 + 0.305113 X_2 + 0.198796 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Y = 0.30728 X_1 + 0.31748 X_2 + 0.15144 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td>20x20=400</td>
<td>$Y = 0.213765 X_1 + 0.208527 X_2 + 0.149409 X_1X_2$</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>$Y = 0.48941 X_1 + 0.217405 X_2 + 0.104761 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Y = 0.210991 X_1 + 0.290079 X_2 + 0.191661 X_1X_2$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$Y = 0.301611 X_1 + 0.31693 X_2 + 0.151155 X_1X_2$</td>
<td></td>
</tr>
</tbody>
</table>