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Abstract

In this paper we propose and analyze some new methods for coupling mixed finite element and boundary element methods for the model problem of the Laplace equation in free space or in the exterior of a bounded domain. As opposed to the existing methods, which use the complete matrix of operators of the Calderón projector to obtain a symmetric coupled system, we propose methods with only one integral equation. The system can be considered as a further generalization of the Johnson–Nédélec coupling of BEM–FEM to the case of mixed formulations in the bounded domain. Using some recent analytical tools we are able to prove stability and convergence of Galerkin methods with very general conditions on the discrete spaces and no restriction relating the finite and boundary element spaces. This can be done for general Lipschitz interfaces and in particular, the coupling boundary can be taken to be a Lipschitz polyhedron. Both the indirect and the direct approaches for the boundary integral formulation are explored.
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1 Introduction

Very early in the history of modern numerical analysis, the coupling of Finite and Boundary Element Methods was recognized to be a promising field for research and applications. The possibility of enjoying the best of both worlds [27] is an attractive feature of these coupled schemes. We can use the Boundary Element Method (BEM) to deal with unbounded regions where simple equations (linear, homogeneous, with constant coefficients)
take place. We thus leave to the Finite Element Method (FEM) the task of dealing with source terms, non-linearities, complex geometrical details, but relieve it of having to discretize huge regions where small variations happen. We also free the problem of modeling errors produced by cutting off an unbounded domain and devising approximate boundary conditions.

The first analytical approach to coupling of BEM and FEM appeared in [16], [4] and [5]. It probably constitutes the first successful effort in the direction of a fully analyzed coupled numerical scheme, at least in the realm of variational methods for PDEs. The method of [16] ends up in a non-symmetric system of operator equations, even though the original problem is the Laplace equation, which is clearly symmetric. The proof in [16] uses the discrete Fredholm theorems that can be traced back to [18]. However, an important requirement for the applicability of this proof technique is the compactness of a certain integral operator that appears in the formulation. In the case of the Laplace equation, this operator is compact when the coupling boundary is smooth enough, but it is not for polygonal/polyhedral coupling interfaces. Obviously, this was considered as a drawback from the point of view of the finite element method, which is better applied on polygonal domains. In the case of the linear elasticity system, the smoothness of the interface is not enough to provide compactness of the corresponding integral operator and the method seemed not applicable in any situation. On smooth enough interfaces, a way around was found in [2] by using a non-standard coupling in the pseudostress.

The smoothness requirement was not a deterrent for the development of this kind of coupled BEM–FEM formulations (called one-equation couplings in [12]), with extensions to the Stokes system [26] and to non-linear problems [12], or with the use of curved triangles [22]. However, smoothness of the interface was generally considered to be a serious flaw in the method.

A breakthrough occurred in the late eighties with the appearance of the symmetric coupling techniques in [8] and [17]. This was the starting point of an expansion of coupling techniques of BEM with other FEM schemes: Raviart–Thomas elements in [23], more general mixed FEM in [6], Crouzeix–Raviart elements in [7], discontinuous Galerkin methods [14], etc. Symmetric coupling (or, in the terminology of [12], two-equation coupling) has been considered the standard solution to avoid smooth interfaces, although, it must be said, no practical problems of the original Johnson–Nédélec type schemes have been reported to the best of the authors’s knowledge.

The proof in [25] of the validity of Johnson–Nédélec’s approach for any Lipschitz coupling interface marks a new inflexion point in this direction. The paper [25] follows an idea originally designed in [20] to deal with simultaneous discrete analysis of symmetric BEM–FEM schemes for the operator equation $-\Delta u + s^2 u = f$ for all $s \in \mathbb{C}$ with Re $s > 0$. In [20], the need to work in the entire resolvent set for the Laplace operator precluded the use of discrete Fredholm theorems and obliged to rethink what it means to discretize a boundary integral equation, understanding this process as an equivalent problem in free space with somewhat exotic transmission conditions across the boundary. The results in [25] have been expanded in [13] to extend the stability results of the quasi-symmetric coupling of Bielak–MacCamy [2] to any Lipschitz interface.

In this paper we propose to create and analyze a simple non-symmetric one-equation coupling of mixed FEM with BEM. We will restrict our attention to the three dimensional
Laplace equation but we will work in great generality with the discrete spaces proving essentially that any choice works, as long as the mixed FEM pair of spaces provide a stable method.

The paper is structured as follows. In Section 2 we explain two formulations (with direct and indirect boundary integral equations) for the transmission problem in free space, and we give hypotheses for their Galerkin discretization. In this section we state the main well posedness and stability results of this paper. In Sections 3 and 4 we give the proof of these theorems. In particular, the discrete results will be proved in more generality than initially needed, with no additional effort. This increased generality is made the most of when we notice that imposition of Neumann boundary conditions on an interior boundary (Section 5) is just a particular case of what has been done in free space. The case of Dirichlet conditions deserves special attention (Section 6) and the result is slightly different, although its quality (asymptotic stability for general methods with any interface) is essentially the same. In Section 7 we report some numerical experiments with a particular choice of spaces.

Throughout this paper we will be loosely using elementary results on the Sobolev spaces $H^1(\Omega)$, $H^{\pm 1/2}(\Gamma)$ and $H(\text{div}, \Omega)$, results that can be considered as part of the folklore shared by numerical analysts of partial differential equations. A common reference for Sobolev spaces theory is [1]. For $H(\text{div}, \Omega)$ type spaces, [15] is the usual choice. Some very basic weighted Sobolev spaces (identifiable with Beppo–Levi spaces) will also be used. An easy to find reference for the most elementary properties of these is [24]. The theory of boundary integral operators for the Laplace equation on Lipschitz domain appears in [9], and can be found extended in great generality in [21], which is also an excellent reference for Sobolev spaces on domains with Lipschitz boundaries and on these boundaries.

## 2 Main results

The aim of this paper is the solution of the Laplace equation in free space with compactly supported source terms and discontinuous transmission data across an interface that surrounds the sources. Modifications for the case when we impose boundary conditions on an interior boundary will be dealt with in Sections 5 and 6. In this section we will only state results. Proofs are postponed to Sections 3 and 4.

We consider a bounded domain $\Omega \subset \mathbb{R}^3$, with Lipschitz boundary $\Gamma$ and connected exterior $\Omega^e := \mathbb{R}^3 \setminus \overline{\Omega}$. The normal vector on $\Gamma$ is pointed outwards. Traces and normal derivatives on $\Gamma$ of functions defined on $\Omega$ will be denoted with the symbols $\gamma$ and $\partial_{\nu}$ respectively. When the function is defined in the exterior domain $\Omega^e$, the superscript $e$ will be added to the symbols: $\gamma^e$ and $\partial^e_{\nu}$. We will use the jump operators for functions defined in $\Omega \cup \Omega^e$:

$$[\gamma u] := \gamma u - \gamma^e u, \quad [\partial_{\nu}^e u] := \partial^e_{\nu} u - \partial^e_{\nu} u.$$  

Boldface symbols will be used for vector fields. The normal component of $p : \Omega \to \mathbb{R}^3$ on $\Gamma$ is denoted

$$\gamma_{\nu} p := p \cdot \nu.$$
The transmission problem we will be dealing with is:

\[ \begin{align*}
    p - \nabla u &= 0 \quad \text{in } \Omega, \\
    -\text{div } p &= f \quad \text{in } \Omega, \\
    [\gamma u] &= \beta_0, \\
    \gamma \nu p &= \partial^e \nu u + \beta_1, \\
    -\Delta u &= 0 \quad \text{in } \Omega^e, \\
    u &= \mathcal{O}(|x|^{-1}) \text{ as } |x| \to \infty.
\end{align*} \] (1)

Apart from the usual $H^1(\Omega)$ Sobolev spaces, we will use the weighted space:

\[ W^1(\Omega^e) := \left\{ u : \Omega^e \to \mathbb{R} : \rho u \in L^2(\Omega^e), \quad \nabla u \in (L^2(\Omega^e))^3 \right\}, \]

where $\rho(x) := 1/\sqrt{1 + |x|^2}$. For basic properties of this space, see [24, Section 2.5]. If

\[ f \in L^2(\Omega), \quad \beta_0 \in H^{1/2}(\Gamma), \quad \beta_1 \in H^{-1/2}(\Gamma), \]

then (1) admits a unique solution $u \in H^1(\Omega) \times W^1(\Omega^e) \cong W^1(\Omega \cup \Omega^e)$. (We will adopt the convention of identifying a function defined on $\Omega \cup \Omega^e$ with a pair of functions defined on the respective regions.) A proof of this existence and uniqueness result derives from the treatment of this problem in its primal form ($p$ is absent from the formulation) in [25, Section 4].

Let $\Phi(r) := 1/(4\pi r)$ be the fundamental solution of the three dimensional Laplace operator. With it we construct the single and double layer potentials:

\[ \begin{align*}
    S\lambda &= \int_{\Gamma} \Phi(|\cdot - y|) \lambda(y) \, d\Gamma(y), \\
    D\varphi &= \int_{\Gamma} \partial^e(y) \Phi(|\cdot - y|) \varphi(y) \, d\Gamma(y).
\end{align*} \]

The integral expressions of these potentials can be extended in the following way: given $\lambda \in H^{-1/2}(\Gamma)$ and $\varphi \in H^{1/2}(\Gamma)$, $S\lambda$ and $D\varphi$ define functions in $H^1(\Omega) \times W^1(\Omega^e)$ that solve Laplace’s equation in $\Omega \cup \Omega^e$. A rigorous introduction of these layer potentials with Lipschitz regularity of the boundaries was carried out in [9] and can be found extended in great generality to other elliptic systems in [21]. For any forthcoming result on layer potentials and boundary integral operators, the reader is referred to [9] and [21]. Note that neither of these references use the weighted Sobolev space, remaining with local $H^1$ behavior instead. However, since potentials define smooth functions away from the boundary $\Gamma$, and the weight affects only integrability properties at infinity, the correct integral behavior is easily proved. Green’s Third Identity can be stated as follows: if $u \in H^1(\Omega) \times W^1(\Omega^e)$ satisfies $\Delta u = 0$ in $\Omega \cup \Omega^e$, then

\[ u = S[\partial^e u] - D[\gamma u]. \] (2)

Note that in particular

\[ D1 = \begin{cases} 
  -1, & \text{in } \Omega, \\
  0, & \text{in } \Omega^e.
\end{cases} \] (3)
Table 1: The jump relations of potentials: the upper row are the operators of restriction to the boundary, which applied to the potentials S and D give the boundary operators in the table.

We will make repeated use of the following integral operators, defining functions on $\Gamma$ for a given density $\varphi$:

$$K\varphi := \int_\Gamma \partial_{\nu(y)} \Phi(|\cdot - y|) \varphi(y) \, d\Gamma(y),$$

(4)

$$W\varphi := -\partial_{\nu} \int_\Gamma \partial_{\nu(y)} \Phi(|\cdot - y|) \varphi(y) \, d\Gamma(y).$$

(5)

The operator $K : H^{1/2}(\Gamma) \to H^{1/2}(\Gamma)$ is bounded and we will denote its transpose $K^t : H^{-1/2}(\Gamma) \to H^{-1/2}(\Gamma)$. The so called hypersingular operator $W : H^{1/2}(\Gamma) \to H^{-1/2}(\Gamma)$ is also bounded. With these operators, the limiting values of the layer potentials and their jumps across $\Gamma$ can be described. This is done in Table 1 for ease of reference. There is an additional operator in this table, namely $V$, which is defined with the same integral expression as the potential $S$, restricted to points on the boundary.

**Coupling with a direct boundary integral method.** The first proposal for a coupled formulation uses Green’s Third Identity in the exterior domain. We will take

$$\psi := \gamma e u \in H^{1/2}(\Gamma)$$

as unknown. We can then write for the solution of (1)

$$u = D\gamma e u - S\nu e u = D\psi - S(\gamma e p - \beta_1), \quad \text{in } \Omega^e.$$  

(6)

This is just (2) taking $u \equiv 0$ in the interior domain. Using the jump relations (Table 1) we have the following identity

$$(\frac{1}{2}I + K)^t \gamma e p + W\psi = (\frac{1}{2}I + K)^t \beta_1.$$  

A coupled formulation of (1) is obtained when we propose a standard mixed formulation of the interior problem and use the fact that $\gamma u = \psi + \beta_0$. The natural space for $p$ is

$$H(\text{div}, \Omega) := \{ p \in (L^2(\Omega))^3 : \text{div } p \in L^2(\Omega) \}.$$
For properties of this space we refer to [15]. The weak formulation leads to the following problem:

\[
\begin{align*}
\text{find } (p, u, \psi) & \in H(\text{div}, \Omega) \times L^2(\Omega) \times H^{1/2}((\Gamma)) \text{ such that} \\
(p, q)_{\Omega} + (u, \text{div } q)_{\Omega} - \langle \gamma_\nu q, \psi \rangle & = \langle \gamma_\nu q, \beta_0 \rangle, \quad \forall q \in H(\text{div}, \Omega), \\
(\text{div } p, v)_{\Omega} & = - (f, v)_{\Omega}, \quad \forall v \in L^2(\Omega), \\
\langle \frac{1}{2} I + K \gamma_\nu p, \varphi \rangle + \langle W \psi, \varphi \rangle & = \langle \frac{1}{2} I + K \beta_1, \varphi \rangle, \quad \forall \varphi \in H^{1/2}((\Gamma)).
\end{align*}
\]

In (7) we have used the notation

\[
(p, q)_{\Omega} := \int_{\Omega} p \cdot q, \quad (u, v)_{\Omega} := \int_{\Omega} u v
\]

and the angled brackets to denote the duality product of \( H^{-1/2}((\Gamma)) \) with \( H^{1/2}((\Gamma)) \). As the following result states, this formulation leads to a solvable problem, with a one dimensional kernel. We will show later on how to modify this problem to obtain a well posed system and how to choose the right solution from the system (note that (1) is uniquely solvable even when (7) is not).

**Theorem 1** Equations (7) are solvable in \( H(\text{div}, \Omega) \times L^2(\Omega) \times H^{1/2}((\Gamma)) \) for the given right hand side. Its solution is \( (p, u + c, \gamma e u + c) \) where \( (u, p) \) is the solution of (1) and \( c \) is an arbitrary constant.

**Coupling with an indirect boundary integral method.** An alternative method consists of using a double layer potential to represent the exterior component of \( u \). However, this potential ‘ansatz’ imposes a restriction on the data, because of the following fact: if \( u \in W^1(\Omega^e) \) satisfies \( \Delta u = 0 \) in \( \Omega^e \), then

\[
\begin{align*}
\forall \xi \in H^{1/2}(\Gamma) \quad & \iff \langle \partial_\nu \chi, 1 \rangle = 0.
\end{align*}
\]

Therefore, if we are going to use this type of formulation, we need that

\[
\langle \beta_1, 1 \rangle = \langle \gamma_\nu p, 1 \rangle = (\text{div } p, 1)_{\Omega} = -(f, 1)_{\Omega},
\]

that is

\[
(f, 1)_{\Omega} + \langle \beta_1, 1 \rangle = 0. \tag{8}
\]

Note that \( D1 \equiv 0 \) in \( \Omega^e \) (see (3)) and therefore we cannot expect a uniquely solvable system with \( \xi \) as an unknown.

Using the jump relations (Table 1) we can translate the transmission conditions to these two simple equations:

\[
\gamma u = (\frac{1}{2} I + K) \xi + \beta_0, \quad \gamma_\nu p + W \xi = \beta_1.
\]

The second of these conditions will remain as one of the equations of the coupled system, whereas the first one will be incorporated as a natural condition in the mixed formulation.
for the interior domain. In a first approach, we arrive at the variational problem:

\[
\begin{align*}
(p, q)_\Omega + (u, \text{div } q)_\Omega - \langle \gamma_\nu q, (\frac{1}{2}I + K)\xi \rangle &= \langle \gamma_\nu q, \beta_0 \rangle, \quad \forall q \in \mathbf{H}(\text{div}, \Omega), \\
(\text{div } p, v)_\Omega &= -(f, v)_\Omega, \quad \forall v \in L^2(\Omega), \\
\langle \gamma_\nu p, \varphi \rangle + \langle W\xi, \varphi \rangle &= \langle \beta_1, \varphi \rangle, \quad \forall \varphi \in H^{1/2}(\Gamma).
\end{align*}
\]

(9)

**Theorem 2** Equations (9) are solvable in \( \mathbf{H}(\text{div}, \Omega) \times L^2(\Omega) \times H^{1/2}(\Gamma) \) for the given right hand side if and only if (8) holds. Its solution is \((p, u, \xi + c)\) where \((u, p)\) is the solution of (1), \(c\) is an arbitrary constant and \(u = D(\xi + c)\) is the exterior component of the solution.

Let us briefly compare problems (7) and (9). Up to a change of sign of the third row and column, both systems are mutually transposed. This is often the case in problems that involve boundary integral equations: one operator equation corresponds to the direct approach and the transpose to the indirect approach. The right hand side of the indirect approach (9) is simpler and data do not appear under the action of integral operators. Moreover, the integral representation of the exterior problem is just a potential, much simpler than the representation (6) for the exterior problem. On the other hand, the direct approach always gives a solvable system (there is no compatibility condition (8) on the data) and the unknown on the boundary is part of the solution, whereas \(\xi\) in (9) is just a density with no further meaning. The lack of uniqueness is going to be simpler to deal with in the indirect case, which shows another advantage of this formulation. However, it has to be recognized that the engineering community favors direct formulations, which gives these ones a leading role in practical applications.

The lack of uniqueness in the density can be easily mended by looking for the third component in

\[
H^{1/2}_0(\Gamma) := \{\xi \in H^{1/2}(\Gamma) : \langle 1, \xi \rangle = 0\}.
\]

The reduced formulation consists of looking for the solution of (9) in \( \mathbf{H}(\text{div}, \Omega) \times L^2(\Omega) \times H^{1/2}_0(\Gamma) \) and testing these equations only in the same space. This is stated in the following result.

**Theorem 3** Let \(\ell_1 \in \mathbf{H}(\text{div}, \Omega)', \ell_2 \in L^2(\Omega)'\) and \(\ell_3 \in H^{1/2}_0(\Gamma)'.\) The problem

\[
\begin{align*}
(p, q)_\Omega + (u, \text{div } q)_\Omega - \langle \gamma_\nu q, (\frac{1}{2}I + K)\xi \rangle &= \ell_1(q), \quad \forall q \in \mathbf{H}(\text{div}, \Omega), \\
(\text{div } p, v)_\Omega &= \ell_2(v), \quad \forall v \in L^2(\Omega), \\
\langle \gamma_\nu p, \varphi \rangle + \langle W\xi, \varphi \rangle &= \ell_3(\varphi), \quad \forall \varphi \in H^{1/2}_0(\Gamma),
\end{align*}
\]

is well posed. If we write as right hand side the one of (9), we obtain one of the solutions of (9) and, through it, the solution of the transmission problem (1).
When condition (8) is not satisfied, we can rewrite the problem in the unknowns
\[ v := u - \frac{(f, 1)_{\Omega} + \langle \beta_1, 1 \rangle}{\langle 1, 1 \rangle} \text{S}1, \quad q := \nabla v. \]
This change of unknowns affects only $\beta_1$ ($f$ and $\beta_0$ are not modified) and the new data comply with (8).

**A reduced coupling with the direct method.** We can try to select one of the solutions of (7) using the same technique as in Theorem 3. The main difference is going to be the fact that this simple choice yields one of the solutions of (7) that might not be the solution to (1) and we need some small postprocessing step to modify a constant value in the interior. The average operator on the boundary
\[ J\varphi := \frac{\langle 1, \varphi \rangle}{\langle 1, 1 \rangle} = \frac{1}{\text{meas } \Gamma} \int_{\Gamma} \varphi(y) \, d\Gamma(y), \quad (11) \]
will be used in the sequel.

**Theorem 4** Let $j_1 \in H(\text{div}, \Omega)'$, $j_2 \in L^2(\Omega)'$ and $j_3 \in H_0^{1/2}(\Gamma)'$. The problem
\[
\begin{align*}
(p_0, q)_\Omega + (u_0, \nabla q)_\Omega - \langle \gamma_\nu q, \psi_0 \rangle &= j_1(q), \quad \forall q \in H(\text{div}, \Omega), \\
(\text{div } p_0, v)_\Omega &= j_2(v), \quad \forall v \in L^2(\Omega), \\
\langle (\frac{1}{2}I + K)^t \gamma_\nu p_0, \varphi \rangle + \langle W \psi_0, \varphi \rangle &= j_3(\varphi), \quad \forall \varphi \in H_0^{1/2}(\Gamma),
\end{align*}
\quad (12)
\]
is well posed. If we write as right hand side the one of (7), we obtain one of the solutions of (7). The solution of (1) can be recovered by:
\[
p = p_0, \quad u = \begin{cases}
u_0 + J \left( \left(\frac{1}{2}I + K\right)\psi_0 - V(\gamma_\nu p_0 - \beta_1) \right), & \text{in } \Omega, \\
D\psi_0 - S(\gamma_\nu p_0 - \beta_1), & \text{in } \Omega^e.
\end{cases} \quad (13)
\]
Note that the constant that corrects the interior solution in (13) can also be written:
\[
\langle (\frac{1}{2}I + K)^t 1, \psi_0 \rangle - \langle \gamma_\nu p_0 - \beta_1, V1 \rangle \quad (14)
\]
Therefore, the integral operator $V$ is only used applied to the constant function and needs not be discretized.

**Galerkin discretization.** We finally address the problem of the numerical approximation of the two well posed problems above, i.e., (10) and (12). Since apart from some row changes, these problems are mutually transposed, we only need to study the discretization of one of them. For simplicity of the analysis, we choose to deal with (10). Take three finite dimensional spaces
\[
H_h \subset H(\text{div}, \Omega), \quad L_h \subset L^2(\Omega), \quad X_h \subset H_0^{1/2}(\Gamma). \quad (15)
\]
We want to compare the exact solution of (10) with its Galerkin discretization:

\[
\begin{align*}
\text{find } (p_h, u_h, \xi_h) & \in H_h \times L_h \times X_h \text{ such that } \\
(p_h, q_h)_{\Omega} + (u_h, \text{div } q_h)_{\Omega} - \langle \gamma \nu q_h, (\frac{1}{2} I + K) \xi_h \rangle &= \ell_1(q_h), \quad \forall q_h \in H_h, \\
(\text{div } p_h, v_h)_{\Omega} &= \ell_2(v_h), \quad \forall v_h \in L_h \\
\langle \gamma \nu p_h, \varphi \rangle + \langle W \xi_h, \varphi_h \rangle &= \ell_3(\varphi_h), \quad \forall \varphi_h \in X_h.
\end{align*}
\]

The main result of this paper is the following stability result for the Galerkin method (16). Stability will be stated in for the norms of $H(\text{div}, \Omega)$, $L^2(\Omega)$ and $H^{1/2}(\Gamma)$, respectively denoted $\| \cdot \|_{\text{div}, \Omega}$, $\| \cdot \|_{\Omega}$, $\| \cdot \|_{1/2, \Gamma}$.

**Theorem 5** Assume that

\[
\text{div } q_h \in L_h, \quad \forall q_h \in H_h
\]

and that there exists $C_0 > 0$ such that

\[
\sup_{0 \neq q_h \in H_h} \frac{(\text{div } q_h, v_h)_{\Omega}}{\| q_h \|_{\text{div}, \Omega}} \geq C_0 \| v_h \|_{\Omega}, \quad \forall v_h \in L_h.
\]

Then the Galerkin equations (16) are uniquely solvable. Moreover, there exists $C > 0$ that depends on the discrete spaces only through the constant $C_0$ such that if $(p, u, \xi)$ is the solution of (10), then the following quasioptimality estimate holds:

\[
\| p - p_h \|_{\text{div}, \Omega} + \| u - u_h \|_{\Omega} + \| \xi - \xi_h \|_{1/2, \Gamma} \\
\leq C \left( \inf_{q_h \in H_h} \| p - q_h \|_{\text{div}, \Omega} + \inf_{v_h \in L_h} \| u - v_h \|_{\Omega} + \inf_{\varphi_h \in X_h} \| \xi - \varphi_h \|_{1/2, \Gamma} \right).
\]

### 3 Analysis of the continuous problems

This section includes the detailed proof of Theorems 1, 2, 3 and 4. Although stated separately, these four results are very intimately connected and their proofs will follow as the consequence of a series of short propositions that will prove pieces of each until the moment when we can collect all of them.

**Proposition 6** The set of solutions of (7) with homogeneous right hand side is the span of $(0, 1, 1)$.

**Proof.** Note first that

\[
\ker W = \ker (\frac{1}{2} I + K) = \{ \xi \in H^{1/2}(\Gamma) : D \xi \equiv 0 \text{ in } \Omega^c \} = P_0.
\]

Then the triple $(0, 1, 1)$ solves (7) with homogeneous right hand side. Reciprocally, elementary arguments show that a homogeneous solution of this problem satisfies

\[
\nabla u = p \text{ in } \Omega, \quad \Delta u = 0 \text{ in } \Omega, \quad \gamma u = \psi.
\]
Then \((\psi, \gamma_\nu p)\) are the Cauchy data of an interior solution of the Laplace equation in \(\Omega\). Extending \(u\) by zero in the exterior domain and using (2), we prove that

\[
S\gamma_\nu p - D\psi = 0, \quad \text{in } \Omega^e.
\]

Taking the exterior normal derivative, it follows that

\[
(-\frac{1}{2}I + K)^t\gamma_\nu p + W\psi = 0.
\]

This function is equal to \(-\gamma_\nu p\) by the third equation of (7) with zero right hand side. Hence \(-\Delta u = 0\) in \(\Omega\) and \(\partial_\nu u = \gamma_\nu p = 0\). Therefore, \(u \equiv c\) for some \(c \in \mathbb{P}_0\). By (20), it follows that \(p = 0\) and \(\psi = c\). \(\square\)

**Proposition 7** The set of solutions of (9) with homogeneous right hand side is the span of \((0, 0, 1)\).

**Proof.** Property (19) proves that \((0, 0, 1)\) is a homogeneous solution of (9). If, on the other hand, we have a solution \((p, u, \xi)\) of (9) with homogeneous right hand side, then

\[
\nabla u = p \quad \text{in } \Omega, \quad \Delta u = 0 \quad \text{in } \Omega, \quad \gamma u = (\frac{1}{2}I + K)\xi.
\]

(21)

Extend now \(u\) by \(u := D\xi\) in \(\Omega^e\). Then

\[
\gamma e u = (\frac{1}{2}I + K)\xi = \gamma u, \quad \partial_\nu e u = -W\xi = \gamma_\nu p = \partial_\nu u.
\]

Therefore \((p, u)\) is a solution of the transmission problem (1) with homogeneous data. Uniqueness of solution of (1) implies that \(u = 0\) (in \(\Omega \cup \Omega^e\)) and \(p = 0\). Since \(D\xi = 0\) in \(\Omega^e\), by (19) we prove that \(\xi \in \mathbb{P}_0\). \(\square\)

**Proposition 8** The operator associated to problem (9) is Fredholm of index zero.

**Proof.** Take \(\tilde{\Phi} := \exp(-r)/(4\pi r)\), which is the fundamental solution of the elliptic operator \(u \mapsto -\Delta u + u\). Define then \(\tilde{K}\) and \(\tilde{W}\) with this new fundamental solution using (4) and (5). We consider now the problem

\[
\begin{align*}
\text{find } (p, \xi, u) & \in H(\text{div}, \Omega) \times H^{1/2}(\Gamma) \times L^2(\Omega) \text{ such that} \\
(p, q)_\Omega - \langle \gamma_\nu q, (\frac{1}{2}I + \tilde{K})\xi \rangle + (u, \text{div } q)_\Omega & = \ell_1(q), \quad \forall q \in H(\text{div}, \Omega), \\
\langle \gamma_\nu p, \varphi \rangle + \langle \tilde{W}\xi, \varphi \rangle & = \ell_2(\varphi), \quad \forall \varphi \in H^{1/2}(\Gamma) \\
(\text{div } p, v)_\Omega & = \ell_3(v), \quad \forall v \in L^2(\Omega),
\end{align*}
\]

(22)

for an arbitrary right hand side in the dual space. Because \(W - \tilde{W}\) and \(K - \tilde{K}\) are compact, once we have proved that the operator associated to problem (22) is invertible, we will obtain as a consequence that the operator associated to (9) is Fredholm of index zero.
To prove that problem (22) is well posed we will use the general theory of mixed problems [3, Chapter II]. First of all \( \text{div} : \mathbf{H} \text{div} \Omega \rightarrow L^2(\Omega) \) is surjective so we only have to concentrate in proving well posedness of problems

\[
\begin{align*}
\text{find } (p, \xi) \in V \times H^{1/2}(\Gamma) \text{ such that } \\
(p, q)_\Omega - \langle \gamma_\nu q, (\frac{1}{2}I + \tilde{K})\xi \rangle = \tilde{j}(q), & \quad \forall q \in V \quad (23) \\
(\gamma_\nu p, \phi) + \langle \tilde{W} \xi, \phi \rangle = \langle \mu, \phi \rangle, & \quad \forall \phi \in H^{1/2}(\Gamma),
\end{align*}
\]

where

\[
V := \{ q \in \mathbf{H} \text{div} \Omega : \text{div} q = 0 \} = \{ q \in (L^2(\Omega))^3 : \text{div} q = 0 \} \quad (24)
\]

and \((j, \mu) \in V' \times H^{-1/2}(\Gamma)\) is an arbitrary right hand side. The solution of this problem is given by \( \xi = \tilde{W}^{-1}(\mu - \gamma_\nu p) \) and \( p \in V \) satisfying

\[
(p, q)_\Omega - \langle \gamma_\nu q, (\frac{1}{2}I + \tilde{K})\tilde{W}^{-1}\gamma_\nu p \rangle = \tilde{j}(q) - \langle \gamma_\nu q, (\frac{1}{2}I + \tilde{K})\tilde{W}^{-1}\mu \rangle, \quad \forall q \in V. \quad (25)
\]

The operator \(- (\frac{1}{2}I + \tilde{K})\tilde{W}^{-1}\) is an integral representation of the Neumann–to–Dirichlet operator for the equation \(-\Delta u + u = 0 \) in \( \Omega \), which is elliptic. Therefore, the bilinear form \(- \langle \gamma_\nu q, (\frac{1}{2}I + K)\tilde{W}^{-1}\gamma_\nu p \rangle\) is non–negative and problem \( (25) \) is elliptic. This proves the result. \( \square \)

**Proposition 9** Equations (7) are solvable for the given right hand side.

**Proof.** By a transposition argument, Proposition 8 also proves that the operator associated to (7) is Fredholm of index zero. Therefore, the problem is solvable if and only if the right hand side vanishes when applied to any element of the kernel of the transposed problem which is span\( \{(0, 0, 1)\} \) (see Proposition 7). However, by (19)

\[
(\langle \frac{1}{2}I + K \rangle \beta_1, 1) = \langle \beta_1, (\frac{1}{2}I + K)1 \rangle = 0,
\]

and then the condition is satisfied. \( \square \)

**Proposition 10** Equations (9) are solvable for the given right hand side if and only if (8) holds.

**Proof.** The operator in (9) is Fredholm of index zero and the kernel of its transpose is span\( \{(0, 1, -1)\} \). This is proved in Proposition 6 above, up to a change of sign needed to identify the transpose of (9) with (7). Condition (8) is just the solvability condition for this problem applied to the particular right hand side of (9). \( \square \)

**Proposition 11** Problem (10) is well posed.

**Proof.** Note that we will give an alternative proof of this result as a byproduct of Section 4 (Proposition 17). Let us consider problem (9) with the following right hand side

\[
\begin{align*}
j_1(q) := \ell_1(q), \quad j_2(v) := \ell_2(v), \quad j_3(\varphi) := \ell_3(\varphi - J\varphi) + J\varphi \ell_2(1),
\end{align*}
\]

This right hand side satisfies the solvability condition for problem (9) which is \( j_2(1) - j_3(1) = 0 \). Solutions of (9) are defined modulo an additive constant in the third component. Therefore, only one of them solves (10). \( \square \)

**Proposition 12** Problem (12) is well posed.

**Proof.** This follows from a simple transposition argument from Proposition 11. \( \square \)
Remark. Theorems 1, 2 and 3 are proven by Propositions 6 to 11.

Proof of Theorem 4. What is left is showing how to obtain a solution of the transmission problem (1) from the unique solution of (12) with the right hand side of (7). By (19), the solution of (12) solves (7) too. Therefore
\[
\nabla u_0 = p_0 \text{ in } \Omega, \quad -\Delta u_0 = f \text{ in } \Omega, \quad \gamma u_0 = \psi_0 + \beta_0.
\]
We extend \( u_0 \) to
\[
u_0 := D\psi_0 - S(\partial_\nu u_0 - \beta_1), \quad \text{in } \Omega^c.
\]
Using the third equation of (7) and the jump relations, it follows that
\[
\partial_\nu^e u_0 = \partial_\nu u_0 - \beta_1.
\]
Therefore we can compare the exterior definition of \( u_0 \) with the integral representation given by Green’s Third Identity
\[
D\psi_0 - S\partial^e_\nu u_0 = D\gamma^e u_0 - S\partial^e_\nu u_0.
\]
Therefore, by (19), there exists \( c \) such that \( \psi_0 + c = \gamma^e u_0 \) and this constant can be computed comparing the averages of both sides of this last equality
\[
c = J\gamma^e u_0 = J\gamma^e(D\psi_0 - S(\gamma_\nu p_0 - \beta_1)). \tag{26}
\]
It is clear that adding this constant to the interior value of \( u_0 \) and to \( \psi_0 \) we obtain the solution of (1). The jump relations show that the constant (26) is just the correction given in (13). \( \square \)

4 Analysis of the discrete problems

The aim of this section is to prove Theorem 5. Actually, we will prove a more general result (Proposition 17), from which Theorem 5 will be a consequence. Throughout this section we are given three closed spaces (15) satisfying (17) and (18). We will not need them to be finite dimensional. In particular, they can be taken to be the full spaces. Note that (17) implies that
\[
V_h := \{ q_h \in H_h : (\text{div } q_h, v_h)_{\Omega} = 0, \quad \forall v_h \in L_h \}
\]
\[
= \{ q_h \in H_h : \text{div } q_h = 0 \} \subset V,
\]
where \( V \) is given by (24). We will use a general result on the invertibility of problems with mixed form to work out an analysis eliminating \( u_h \) as an unknown.

Let us first concentrate our efforts in the following reduced problem. We are given closed subspaces \( V_h \subset V \) and \( X_h \subset H^{1/2}_0(\Gamma) \) and linear functionals \( \ell_{1,h} \in V'_h, \ell_{2,h} \in X'_h \). We then consider the problem:

find \( (p_h, \xi_h) \in V_h \times X_h \) such that
\[
(p_h, q_h)_{\Omega} - \langle \gamma_\nu q_h, (\frac{1}{2}I + K)\xi_h \rangle = \ell_{1,h}(q_h), \quad \forall q_h \in V_h, \tag{28}
\]
\[
\langle \gamma_\nu p_h, \varphi \rangle + \langle W\xi_h, \varphi_h \rangle = \ell_{2,h}(\varphi_h), \quad \forall \varphi_h \in X_h.
\]

Note that (28) can be considered as a Galerkin discretization of the coupling of a dual and a boundary integral formulations for problem (1). This auxiliary problem is defined for analytical reasons, although it is an object of its own interest as a different coupling of BEM with divergence–free finite elements.

**Proposition 13** Let \((p_h, \xi_h)\) be a solution of (28) and let \(u^* := D\xi_h\). Then \((p_h, u^*)\) is a solution of

\[
\text{find } (p_h, u^*) \in V_h \times W^1(\Omega \cup \Omega^c) \text{ such that } \begin{align*}
-\Delta u^* &= 0 \quad \text{in } \Omega \cup \Omega^c, \\
[\gamma u^*] &\in X_h, \\
[\partial_\nu u^*] &= 0, \\
(p_h, q_h)_\Omega - \langle \gamma_\nu q_h, \gamma^e u^* \rangle &= \ell_{1,h}(q_h), \quad \forall q_h \in V_h, \\
\langle \gamma_\nu p_h - \partial_\nu^e u^*, \varphi_h \rangle &= \ell_{2,h}(\varphi_h), \quad \forall \varphi_h \in X_h.
\end{align*}
\]  

(29)

Reciprocally, given a solution of (29), then \((p_h, -[\gamma u^*])\) is a solution of (28).

**Proof.** It is a direct consequence of the jump conditions of potentials and of Green’s Third Identity (2).

Consider now the space

\[
W := \{u^* \in W^1(\Omega \cup \Omega^c) : [\gamma u^*] \in H^{1/2}_0(\Gamma)\}
\]

and its subspace

\[
W_h := \{u^* \in W^1(\Omega \cup \Omega^c) : [\gamma u^*] \in X_h\}.
\]

An argument in [25, Section 4] shows that the seminorm \(\|\nabla u^*\|_{\Omega \cup \Omega^c}\) is a norm in \(W\) equivalent to the usual one.

**Proposition 14** Problem (29) is equivalent to:

\[
\text{find } (p_h, u^*) \in V_h \times W_h \text{ such that } \begin{align*}
(p_h, q_h)_\Omega - \langle \gamma_\nu q_h, \gamma^e u^* \rangle &= \ell_{1,h}(q_h), \quad \forall q_h \in V_h, \\
\langle \gamma_\nu p_h, [\gamma v^*] \rangle - \langle \nabla u^*, \nabla v^* \rangle_{\Omega \cup \Omega^c} &= \ell_{2,h}([\gamma v^*]), \quad \forall v^* \in W_h.
\end{align*}
\]  

(30)

**Proof.** Let \((p_h, u^*)\) be a solution of (30). Testing the second equation with a general \(C^\infty\) function, compactly supported in \(\Omega \cup \Omega^c\), we prove that \(\Delta u^* = 0\) in \(\Omega \cup \Omega^c\). The second equation of (30) can then be rewritten as

\[
\langle \gamma_\nu p_h, [\gamma v^*] \rangle - \langle \partial_\nu^e u^*, \gamma v^* \rangle + \langle \partial_\nu^e u^*, \gamma v^* \rangle = \ell_{2,h}([\gamma v^*]), \quad \forall v^* \in W_h.
\]  

(31)

Given \(\varphi \in H^{1/2}(\Gamma)\) we can construct \(v^* \in H^1(\mathbb{R}^3) \subset W^1(\mathbb{R}^3) \subset W_h\) with \(\gamma v^* = \gamma^e v^* = \varphi\). Testing (31) with this \(v^*\) we prove that

\[
\langle [\partial_\nu u^*], \varphi \rangle = 0, \quad \forall \varphi \in H^{1/2}(\Gamma),
\]
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that is, \( [\partial_t u^*] = 0 \). Plugging this new condition in (31) we obtain

\[
\langle \gamma \nu p_h - \partial_t u^*, [\gamma v^*] \rangle = \ell_{2,h}(\gamma v^*), \quad \forall v^* \in W_h. \tag{32}
\]

Finally, given \( \varphi_h \in X_h \), we can construct \( v^* \in H^1(\Omega) \) such that \( \gamma v^* = \varphi_h \) and extend it by zero to \( \Omega^c \). This function is in \( W_h \) and shows that (32) is equivalent to the last equation of (29).

Reciprocally, if we have a solution of (29), then (32) is satisfied. Therefore, so is (31) because \( [\partial_t u^*] = 0 \). Finally (31) and \( \Delta u^* = 0 \) in \( \Omega \cup \Omega^c \) imply the second equation of (30).

\[ \Box \]

**Proposition 15** The following bilinear form in \( V \times W \)

\[
a((p, u^*), (q, v^*)) = (p, q)_\Omega - \langle \gamma \nu q, \gamma^e u^* \rangle - \langle \gamma \nu p, [\gamma v^*] \rangle + (\nabla u^*, \nabla v^*)_{\Omega \cup \Omega^c},
\]

is continuous and elliptic.

**Proof.** Continuity of the bilinear form is straightforward. Recalling that elements of \( V \) are divergence-free, it follows that

\[
a((p, u^*), (p, u^*)) = (p, p)_\Omega - \langle \gamma \nu p, \gamma u^* \rangle + (\nabla u^*, \nabla u^*)_{\Omega \cup \Omega^c} = (p, p)_\Omega - \langle p, \nabla u^* \rangle_{\Omega} + (\nabla u^*, \nabla u^*)_{\Omega \cup \Omega^c} \geq \frac{1}{2}||p||^2_{\Omega} + \frac{1}{2}||\nabla u^*||^2_{\Omega \cup \Omega^c}.
\]

Since the Sobolev seminorm is equivalent to the usual norm in \( W \) and the \( L^2 \) norm is equivalent to the \( H(\text{div}, \Omega) \) norm in \( V \), the result is proven.

\[ \Box \]

**Proposition 16** Problem (28) has a unique solution. Moreover, there exists a positive constant \( C \) independent of the particular choice of the spaces \( V_h \) and \( X_h \) such that

\[
||p_h||_{\text{div}, \Omega} + ||\xi_h||_{1/2, \Gamma} \leq C \left( ||\ell_{1,h}||_{V_h} + ||\ell_{2,h}||_{X_h} \right).
\]

**Proof.** Existence and uniqueness of solution of (28) follows from Propositions 13, 14 and 15. The ellipticity of the bilinear form (Proposition 15) allows us to bound the \( H(\text{div}, \Omega) \times W^1(\Omega \cup \Omega^c) \) norm of \( (p_h, u^*) \) uniformly in terms of the norm of the right hand side of (28). Finally \( \xi_h = [\gamma u^*] \), which permits to bound the \( H^{1/2}(\Gamma) \) norm of this unknown of the system.

\[ \Box \]

**Proposition 17** Let \( H_h, L_h \) and \( X_h \) be closed subspaces (15) satisfying (17) and (18). Then for all \( \ell_{1,h} \in H_h^\prime, \ell_{2,h} \in X_h^\prime, \ell_{3,h} \in L_h^\prime \), the following problem

\[
\text{find } (p_h, \xi_h, u_h) \in H_h \times X_h \times L_h \text{ such that }
\begin{align*}
(p_h, q_h)_\Omega - &\langle \gamma \nu q_h, (\frac{1}{2} I + K)\xi_h \rangle + (u_h, \text{div } q_h)_\Omega = \ell_{1,h}(q_h), \quad \forall q_h \in H_h, \\
\langle \gamma \nu p_h, \varphi \rangle + &\langle W \xi_h, \varphi_h \rangle = \ell_{2,h}(\varphi_h), \quad \forall \varphi_h \in X_h, \\
(\text{div } p_h, v_h)_\Omega = &\ell_{3,h}(v_h), \quad \forall v_h \in L_h
\end{align*}
\]

admits a unique solution. Moreover, there exists \( C > 0 \) that depends only on \( C_0 \) in (18) and is otherwise independent on the choice of the spaces, such that

\[
||p_h||_{\text{div}, \Omega} + ||\xi_h||_{1/2, \Gamma} + ||u_h||_\Omega \leq C \left( ||\ell_{1,h}||_{H_h^\prime} + ||\ell_{2,h}||_{X_h^\prime} + ||\ell_{3,h}||_{L_h^\prime} \right). \tag{34}
\]
Proof. The result follows from a straightforward application of general results on problems with mixed form. Note that we have reordered equations and unknowns to emphasize the mixed structure of the problem, with $H_h \times X_h$ as space for primal unknowns and $L_h$ as space for ‘Lagrange multipliers’.

Because of (17), the discrete kernel $V_h \times X_h$ is a subspace of $V \times H_0^{1/2}(\Gamma)$ (see (27)) and then existence and uniqueness of solution are equivalent to: (a) an inf–sup condition (18); (b) an invertibility property for variational problems set in $V_h \times X_h$ (Proposition 16). The norm of the operator that assigns solutions of (33) to right hand sides depends on the (inverse of the) constant $C_0$ in the inf–sup condition (18) and on the norm of the inversion operator for equations (28). As proven in Proposition 16, this last constant does not depend on the particular choice of spaces. □

Proof of Theorem 5. For Galerkin approximation of well posed problems, the quasi-optimality or Céa estimate is equivalent to stability. This means that the estimate in the statement of Theorem 5 is a consequence of the uniform invertibility estimate (34) for problem (33). The proportionality constant between the Céa estimate and the uniform bound of the inverse depends only on the norm of the operator and therefore both are independent of the choice of discrete spaces (apart from dependence through $C_0$ in the inf–sup condition). □

5 Neumann boundary conditions

In this section we change the transmission problem to another one that takes place in the exterior of a bounded domain $\Omega_{obs}$ with Lipschitz boundary $\Sigma$. Surrounding this domain there is another one $O$. The union of both and their common interface corresponds to our original domain $\Omega$. The exterior domain will still be referred to as $\Omega^e$ and $\Gamma$ will be the interface separating $\Omega$ from $\Omega^e$. A sketch of this new geometric setting is given in Figure 1. The superscript $\Sigma$ will be used for traces and normal derivatives on $\Sigma$.

![Figure 1: Geometric setting for Sections 5 and 6](image-url)
We consider the new transmission problem

\[
\begin{aligned}
\gamma_{\nu} \mathbf{p} &= \beta_{\text{Neu}}, \\
p - \nabla u &= 0 \quad \text{in } O, \\
\gamma u &= \beta_0, \\
\gamma_{\nu} \mathbf{p} &= \partial_{\nu} u + \beta_1, \\
-\Delta u &= 0 \quad \text{in } \Omega^c, \\
\gamma_{\nu} p &= \partial_{\nu} u + \beta_1, \\
\gamma_{\nu} u &= \beta_0, \\
\gamma_{\nu} \mathbf{p} &= \partial_{\nu} u + \beta_1, \\
u &= O(|x|^{-1}) \text{ as } |x| \to \infty,
\end{aligned}
\]

with \( \beta_{\text{Neu}} \in H^{-1/2}(\Sigma) \). We will start with the indirect formulation, trying to write \( u = D\xi \text{ in } \Omega^c \). Following the argument given in Section 2, we show that a necessary condition for this is

\[
(f, 1)_O + \langle \beta_1, 1 \rangle + \langle \beta_{\text{Neu}}, 1 \rangle_{\Sigma} = 0,
\]

where \( \langle \cdot, \cdot \rangle_{\Sigma} \) is the duality product between \( H^{-1/2}(\Sigma) \) and \( H^{1/2}(\Sigma) \). We will need the following space

\[
H_{\Sigma}(\text{div}, O) := \{ q \in H(\text{div}, O) : \gamma_{\nu} q = 0 \}.
\]

The first coupled formulation is:

find \( (p, u, \xi) \in H(\text{div}, O) \times L^2(O) \times H^{1/2}(\Gamma) \) such that

\[
\begin{aligned}
\gamma_{\nu} p &= \beta_{\text{Neu}} \quad \text{and} \\
(p, q)_O + (u, \text{div } q)_O - \langle \gamma_{\nu} q, (\frac{1}{2}I + K)\xi \rangle &= \langle \gamma_{\nu} q, \beta_0 \rangle, \\
-\text{div } p &= -(f, v)_O, \\
\langle \gamma_{\nu} p, \varphi \rangle &= \langle W\xi, \varphi \rangle = \langle \beta_1, \varphi \rangle, \quad \forall \varphi \in H^{1/2}(\Gamma).
\end{aligned}
\]

We will call reduced formulation to modifying (37) by looking for \( \xi \) in \( H_0^{1/2}(\Gamma) \) and testing the third variational equation in this same space. A Galerkin method for the reduced formulation uses three spaces

\[
H_h^O \subset H(\text{div}, O), \quad L_h^O \subset L^2(O), \quad X_h \subset H_0^{1/2}(\Gamma),
\]

a suitable approximation of the essential boundary condition

\[
\beta_{\text{Neu}} \approx \beta_{\text{Neu}}^h \in \gamma_{\nu}^h H_h^O
\]

and the space \( H_{h, \Sigma}^O := H_h^O \cap H_{\Sigma}(\text{div}, O) \). The Galerkin equations are

\[
\begin{aligned}
\text{find } (p_h, u_h, \xi_h) \in H_h^O \times L_h^O \times X_h \text{ such that } \gamma_{\nu}^h p_h &= \beta_{\text{Neu}}^h \quad \text{and} \\
(p_h, q_h)_O + (u_h, \text{div } q_h)_O - \langle \gamma_{\nu} q_h, (\frac{1}{2}I + K)\xi_h \rangle &= \langle \gamma_{\nu} q_h, \beta_0 \rangle, \\
-\text{div } p_h &= -(f, v_h)_O, \\
\langle \gamma_{\nu} p_h, \varphi_h \rangle &= \langle W\xi_h, \varphi_h \rangle = \langle \beta_1, \varphi_h \rangle, \quad \forall \varphi_h \in X_h.
\end{aligned}
\]
Theorem 18 Problem (37) is solvable, up to an additive constant in $\xi$ if and only if (36) holds. Its reduced formulation is well posed. The Galerkin equations (38) are uniquely solvable if the following discrete conditions are met:

$$\text{div} \, H_{h,\Sigma}^O \subset L_h^O, \quad \sup_{0 \neq q_h \in H_{h,\Sigma}^O} \frac{(\text{div} \, q_h, v_h)_O}{\|q_h\|_{\text{div},O}} \geq C_0 \|v_h\|_O, \quad \forall v_h \in L_h^O.$$  

Finally, the following quasi-optimality estimate holds

$$\|p - p_h\|_{\text{div},O} + \|u - u_h\|_O + \|\xi - \xi_h\|_{1/2,\Gamma} \leq C \left( \inf \left\{ \|p - q_h\|_{\text{div},O} : q_h \in H_{h}^O, \quad \gamma_\nu q_h = \beta_h^{N_\text{Neu}} \right\} \right. + \left. \inf_{v_h \in L_h^O} \|u - v_h\|_O + \inf_{\varphi_h \in \Sigma_h} \|\xi - \varphi_h\|_{1/2,\Gamma} \right).$$

The constant $C > 0$ depends on $C_0$ but is otherwise independent of the choice of spaces.

Proof. One of the interesting by-products of the way we have developed the analysis in Section 4 is the fact that most results in this section are just a particular case of the ones of the problem set in free space.

Problem (37) can be rewritten in the variable $p_0 := p - p_{N_\text{Neu}} \in H_\Sigma(\text{div} , O)$, where $\gamma_\nu^O p_{N_\text{Neu}} = \beta_{N_\text{Neu}}$. The right hand side is given by

$$\ell_1(q) := \langle \gamma_\nu q, \beta_0 \rangle - \langle p_{N_\text{Neu}}, q \rangle_O, \quad \ell_2(v) := -(f,v)_O - \langle \text{div} \, p_{N_\text{Neu}}, v \rangle_O, \quad \ell_3(\varphi) := \langle \beta_1 - \gamma_\nu p_{N_\text{Neu}}, \varphi \rangle.$$  

The theory for problem (9) (that is, Theorem 2) can be repeated for this new problem. The kernel of the associated operator is the span of $(0,0,1)$ and solvability is subject to cancelation of the right hand side when applied to $(0,1,-1)$, which spans the kernel of the transpose. This compatibility condition reads

$$(f,1)_O + \langle \text{div} \, p_{N_\text{Neu}}, 1 \rangle_O + \langle \beta_1, 1 \rangle - \langle \gamma_\nu p_{N_\text{Neu}}, 1 \rangle = 0,$$

which is easily shown to be equivalent to (36) thanks to the condition $\gamma_\nu^O p_{N_\text{Neu}} = \beta_{N_\text{Neu}}$.

Let us now consider the reduced problem and its Galerkin discretization. Note first that

$$H_\Sigma(\text{div} , O) \cong H_0 := \{ q \in H(\text{div} , \Omega) : q \equiv 0 \quad \text{in} \quad \Omega_{\text{obs}} \} \subset H(\text{div} , \Omega)$$

and

$$L^2(\Omega) \cong L_0 := \{ v \in L^2(\Omega) : v \equiv 0 \quad \text{in} \quad \Omega_{\text{obs}} \}.$$  

The reduced formulation can then be written as a particular case of problem (33) with $H_h = H_0$, $L_h = L_0$, $X_h = H_0^{1/2}(\Gamma)$. A direct application of Proposition 16 gives then well posedness of the reduced problem.

After having chosen $p_{N_\text{Neu}}^h \in H_h^O$ such that $\gamma_\nu^O p_{N_\text{Neu}}^h = \beta_{N_\text{Neu}}^h$ and subtracted it from $p_h$, we can write the Galerkin equations as an equivalent problem in

$$H_{h,\Sigma}^O \times L_h^O \times X_h \cong H_h \times L_h \times X_h \subset H(\text{div} , \Omega) \times L^2(\Omega) \times H_0^{1/2}(\Gamma).$$
The isomorphism is just the extension by zero to the interior of the obstacle $\Omega_{obs}$, cf. (40) and (41). Proposition 16 can now be used to show stability of the problem with homogeneous boundary conditions and a standard argument for Galerkin methods with non–homogeneous side conditions proves the estimate (39) from the stability estimate (34).

The Céa estimate (39) can be somewhat simplified by assuming the following hypothesis: there exists a right inverse (a lifting operator) of $\gamma^\Sigma : H^0_{\Sigma} \to \gamma^\Sigma H^0_{\Sigma}$, which is bounded as an operator from $H^{-1/2}(\Sigma)$ to $H(\text{div}, O)$, with bound independent of $h$. If this happens, the term related to approximation of $p$ in (39) can be replaced by

$$\|\beta_{\text{Neu}} - \beta^h_{\text{Neu}}\|^{-1/2}_\Sigma + \inf_{q_h \in H^0_h} \|p - q_h\|_{\text{div}, O}.$$ 

See [10] for a proof of this result in a very general context. The constant $C$ in this modified version of the Céa estimate depends then on $C_0$ and on the bound for the right inverse of the discrete normal trace operator.

A coupling with a direct formulation can be approached in exactly the same terms. There is no compatibility conditions for the data of the transmission problem, the solution is defined up to an element of $(0, 1, 1) \in H(\text{div}, O) \times L^2(O) \times H^{1/2}(\Gamma)$, uniqueness can be enforced by using a restricted formulation (essentially a transpose of the restricted formulation for the indirect coupling) and the correct interior solution is recovered with the same simple posprocessing step of Theorem 4.

### 6 Dirichlet boundary conditions

Let us consider again the geometric setting of Section 5, depicted in Figure 1. The transmission problem is now

$$\gamma^\Sigma u = \beta_{\text{Dir}},$$

$$p - \nabla u = 0 \quad \text{in } O,$$

$$-\text{div } p = f \quad \text{in } O,$$

$$[\gamma u] = \beta_0,$$

$$\gamma^\nu p = \partial^\nu u + \beta_1,$$

$$-\Delta u = 0 \quad \text{in } \Omega^c,$$

$$u = O(|x|^{-1}) \text{ as } |x| \to \infty,$$

for a given $\beta_{\text{Dir}} \in H^{1/2}(\Sigma)$. Existence and uniqueness of the resulting transmission problem can be deduced using a coupled formulation with the interior problem in primal form and single layer potentials as in [25].

It is relatively simple to check that if we try the analysis of Section 4, the proofs break down when we arrive to Proposition 15, because when $\text{div } p = 0$ in $O$

$$\langle \gamma^\nu p, \gamma u^* \rangle = (p, \nabla u^*)_O - \langle \gamma^\nu p, \gamma u^* \rangle_\Sigma.$$

The additional boundary term on $\Sigma$ disappears for Neumann boundary conditions but has to be kept for Dirichlet boundary conditions and ellipticity of the bilinear form in
Proposition 15 is lost. In other words, the simple extension by zero to the interior of the obstacle that worked for Neumann boundary conditions cannot be used here. The result can be recovered by using a different exterior elliptic equation, \( -\Delta u + c^2 u = 0 \), for some suitable value of \( c \). From the point of view of the Laplace equation we will see that the loss is minor: stability of Galerkin approximation will be reached asymptotically, for \( h \) small enough, instead of being guaranteed from the beginning.

6.1 Coupling with a direct method: formulation

In the case of problem (42), the data do not give information that allow us to decide whether we can write \( u = D\xi \) in \( \Omega^c \), and we have to abandon the idea of an indirect formulation. Applying the ideas that lead to (7) (with \( \psi = \gamma^e u \)) produces the following system:

\[
\begin{aligned}
\text{find } (p, u, \psi) & \in H(\text{div}, O) \times L^2(\Omega) \times H^{1/2}(\Gamma) \text{ such that}
(p, q)_O + (u, \text{div} q)_O - \langle \gamma \nu q, \psi \rangle &= \ell_1(q), \quad \forall q \in H(\text{div}, O), \\
(\text{div} p, v)_O &= \ell_2(v), \quad \forall v \in L^2(\Omega), \\
\langle (\frac{1}{2} I + K)^t \gamma \nu p, \varphi \rangle + \langle W\psi, \varphi \rangle &= \ell_3(\varphi), \quad \forall \varphi \in H^{1/2}(\Gamma),
\end{aligned}
\]

where

\[
\ell_1(q) := \langle \gamma \nu q, \beta_0 \rangle + \langle \gamma^\Sigma q, \beta_{\text{dir}} \rangle_{\Sigma}, \quad \ell_2(v) := -(f, v)_O, \quad \ell_3(\varphi) := \langle (\frac{1}{2} I + K)^t \beta_1, \varphi \rangle.
\]

However, this system is no longer practicable because it has introduced an undesirable one dimensional kernel that is not as simple as the one of the problem set in free space. This kernel is easily described in terms of the function \( u_{\Sigma} \in W^1(\mathbb{R}^3) \) that satisfies

\( -\Delta u_{\Sigma} = 0 \) in \( \mathbb{R}^3 \setminus \Sigma \), \quad \( \gamma^\Sigma u_{\Sigma} = 1 \).

Then the function \( -(\nabla u_{\Sigma}, 1 - u_{\Sigma}, 1 - \gamma u_{\Sigma}) \) can be shown to span the kernel of the operator associated to the equation (43), with a very similar proof to that of Proposition 6. This kernel function corresponds to a particular solution of the transmission problem, namely, to the function

\( u = -D1 - u_{\Sigma} \),

which satisfies

\( \gamma^\Sigma u = 0 \), \quad [\gamma u] = 1, \quad [\partial_\nu u] = 0. \)

In order to eliminate this kernel function, we will impose the condition

\[
\langle 1, [\gamma u] \rangle = \langle 1, \beta_0 \rangle
\]

as a side condition. Nevertheless, the current formulation does not give access to \( \gamma u \) (the mixed formulation takes \( u \in L^2(\Omega) \), which does not allow to take its trace on \( \Gamma \)). This imposes the first modification: the boundary unknown will now be

\( \psi := \gamma u. \)
In principle, this only changes the right hand side of (43) as well as the integral representations in the exterior domain, that becomes
\[ u = D(\psi - \beta_0) - S(\gamma \nu p - \beta_1) \quad \text{in } \Omega^e. \] (45)
Condition (44) can now be written in terms of data and unknowns of the system as
\[ \langle \gamma \nu p - \beta_1, \phi_0 \rangle + \langle \phi_1, \psi - \beta_0 \rangle = 0 \]
where
\[ \phi_0 := V_1, \quad \phi_1 := (\frac{1}{2}I - K)^t 1 \]
(recall (14)). This follows from applying the jump relations to the integral representation (45) and plugging the result in (44). This finally leads to the coupled formulation:

find \( (p, u, \psi) \in H(\text{div}, \Omega) \times L^2(\Omega) \times H^{1/2}(\Gamma) \) such that
\[ (p, q)_O + (u, \text{div } q)_O - \langle \gamma \nu q, \psi \rangle = \ell_1(q), \quad \forall q \in H(\text{div}, O), \]
\[ (\text{div } p, v)_O = \ell_2(v), \quad \forall v \in L^2(\Omega), \] (46)
\[ \langle (\frac{1}{2}I + K)^t \gamma \nu p, \varphi \rangle + \langle W \psi, \varphi \rangle = \ell_3(\varphi), \quad \forall \varphi \in H^{1/2}_0(\Gamma), \]
\[ \langle \gamma \nu p, \phi_0 \rangle + \langle \phi_1, \psi \rangle = m, \]
where
\[ \ell_1(q) := \langle \gamma \nu q, \beta_{\text{Dir}} \rangle_{\Sigma}, \quad \ell_2(v) := -(f, v)_O, \quad \ell_3(\varphi) := \langle (\frac{1}{2}I + K)^t \beta_1, \varphi \rangle + \langle W \varphi, \beta_0 \rangle, \]
and
\[ m := \langle \beta_1, \phi_0 \rangle + \langle \phi_1, \beta_0 \rangle. \]
Note the additional asymmetry of (46), stemming from the fact that we test the continuity of flux only in \( H^{1/2}_0(\Gamma) \), whereas \( \psi \) is looked for in the full \( H^{1/2}(\Gamma) \). This defect is compensated with the additional scalar condition at the end of (46).

6.2 Some technical ingredients

We start this section with the technical result on which everything else hinges. Note that the inherent change of operator from the Laplacian to a Yukawa type operator \( u \mapsto -\Delta u + c^2 u \) avoids the use of weights for the Sobolev spaces.

**Proposition 19** Let \( V := \{ q \in H(\text{div}, O) : \text{div } q = 0 \quad \text{in } O \} \). Then, the bilinear form
\[ (p, q)_O - \langle \gamma \nu q, \gamma^* u^* \rangle - \langle \gamma \nu p, [\gamma^* v^*] \rangle + (\nabla u^*, \nabla v^*)_{\Omega \cup \Omega^e} + c^2(u^*, v^*)_{\Omega \cup \Omega^e} \]
is elliptic in \( V \times H^1(\Omega \cup \Omega^e) \) for \( c \) large enough.
Proof. Take $w \in L^\infty(\Omega)$ such that $0 \leq w \leq 1$, $\nabla w \in (L^\infty(\Omega))^3$, and such that $w \equiv 1$ in a neighborhood of $\Gamma$ and $w \equiv 0$ in a neighborhood of $\Sigma$. The following result follows from [13, Lemma 9]: for $c > 0$ large enough, there exists $0 < C < 2$ such that
\[
\|\nabla (w u)\|_O \leq C(\|\nabla u\|^2_O + c^2\|u\|^2_O)^{1/2}, \quad \forall u \in H^1(\Omega).
\] (47)
If we now take $q = p$ and $v^* = u^*$ in the bilinear form, we obtain
\[
\|p\|^2_O - \langle \gamma_\nu p, \gamma u^* \rangle + \|\nabla u^*\|^2_{\Omega,\Omega^r} + c^2\|u^*\|^2_{\Omega,\Omega^r}
\leq \|p\|^2_O - \langle \gamma_\nu p, (w u)^* \rangle + \|\nabla u^*\|^2_{\Omega,\Omega^r} + c^2\|u^*\|^2_{\Omega,\Omega^r}
\leq (1 - \frac{\gamma}{2})\left(\|p\|^2_O + \|\nabla u^*\|^2_{\Omega,\Omega^r} + c^2\|u^*\|^2_{\Omega,\Omega^r}\right),
\]
where we have used (47) in the last inequality. Since $(1 - C/2) > 0$, we have ellipticity of the bilinear form.

Let $K_c$ and $W_c$ be the boundary integral operators that correspond to taking $\Phi_c(r) := \exp(-c r)/(4\pi r)$ as fundamental solution. Let
\[
\mathbf{H}_h \subset H(\text{div}, \Omega), \quad L_h \subset L^2(\Omega), \quad X_h \subset H^{1/2}(\Gamma)
\] (48)
be arbitrary closed subspaces satisfying
\[
\text{div} \mathbf{H}_h \subset L_h, \quad \sup_{0 \neq q_h \in \mathbf{H}_h} \frac{(\text{div} q_h, v_h)_\Omega}{\|q_h\|_{\text{div}, \Omega}} \geq C_0\|v_h\|_\Omega, \quad \forall v_h \in L_h.
\] (49)
As a consequence of Proposition 19 we have a very general invertibility result, in parallel to Proposition 17.

**Proposition 20** Let $c > 0$ be such that Proposition 19 holds. Let $\mathbf{H}_h$, $L_h$ and $X_h$ be closed subspaces (48) satisfying (49). Then for all $\ell_{1,h} \in \mathbf{H}_h'$, $\ell_{2,h} \in X_h'$, $\ell_{3,h} \in L_h'$, the following problem
\[
\text{find } (p_h, \xi_h, u_h) \in \mathbf{H}_h \times X_h \times L_h \text{ such that}
\]
\[
(p_h, q_h)_\Omega - \langle \gamma_\nu q_h, (\frac{1}{2}1 + K_c)\xi_h \rangle + (u_h, \text{div} q_h)_\Omega = \ell_{1,h}(q_h), \quad \forall q_h \in \mathbf{H}_h,
\]
\[
\langle \gamma_\nu p_h, \varphi \rangle + (W_c\xi_h, \varphi)_h = \ell_{2,h}(\varphi), \quad \forall \varphi \in X_h,
\]
\[
(\text{div} p_h, v_h)_\Omega = \ell_{3,h}(v_h), \quad \forall v_h \in L_h,
\] (50)
admits a unique solution. Moreover, there exists $C > 0$ that depends only on $C_0$ in (49) (and on $c$) and is otherwise independent on the choice of the spaces, such that
\[
\|p_h\|_{\text{div}, \Omega} + \|\xi_h\|_{1/2, r} + \|u_h\|_\Omega \leq C\left(\|\ell_{1,h}\|_{\mathbf{H}_h'} + \|\ell_{2,h}\|_{X_h'} + \|\ell_{3,h}\|_{L_h'}\right).
\] (51)

Proof. Thanks to conditions (49) we can limit our study to working on the kernel of the last equation. We define
\[
V_h := \{ q_h \in \mathbf{H}_h : \text{div} q_h = 0 \quad \text{in } \Omega \} \subset V
\]
(see the definition of $V$ in the statement of Proposition 19). For any $j_{1,h} \in V_h$ and $j_{2,h} \in X_h'$, the problem

$$\text{find } (p_h, \xi_h) \in V_h \times X_h \text{ such that}$$

$$\langle p_h, q_h \rangle - \langle \gamma \nu, q_h \rangle = j_{1,h}(q_h), \quad \forall q_h \in V_h,$$

is equivalent to

$$\langle p_h, u^* \rangle - \langle \gamma \nu, u^* \rangle = j_{1,h}(q_h), \quad \forall q_h \in V_h,$$ 

where $W_h := \{ u^* \in H^1(\Omega \cup \partial \Omega) : [\gamma u^*] \in X_h \}$. The equivalence of these two problems is shown by following step by step the proofs of Propositions 13 and 14. The relation between the unknowns is simple: $\xi_h = [\gamma u^*]$ and $u^* = Dc \xi_h$ ($Dc$ is the double layer potential associated to the fundamental solution $\Phi_c$.) This equivalence holds true for all values of $c > 0$. Moreover, problem (53) is elliptic (Proposition 19), which gives uniform invertibility of (52). Finally (51) follows from this last property and (49), using the standard theory of mixed problems once more. □

6.3 Continuous and discrete analysis

Theorem 21 Problem (46) is well posed.

Proof. It is very simple to prove that well posedness of (46) is equivalent to well posedness of:

$$\text{find } (p, u, \psi, n) \in H(\text{div}, O) \times L^2(O) \times H^{1/2}(\Gamma) \times \mathbb{R} \text{ such that}$$

$$\langle p, q \rangle + (u, \text{div } q) - \langle \gamma \nu, q, \psi \rangle = \ell_1(q), \quad \forall q \in H(\text{div}, O),$$

$$\langle \text{div } p, v \rangle = \ell_2(v), \quad \forall v \in L^2(O),$$

$$\langle \gamma \nu p, \varphi \rangle + \langle W \psi, \varphi \rangle + n J \varphi = \ell_3(\varphi), \quad \forall \varphi \in H^{1/2}(\Gamma),$$

$$\langle \gamma \nu p, \phi_0 \rangle + \langle \phi_1, \psi \rangle = m.$$ 

Note that if $\ell_3(1) = 0$, then the solution of (54) satisfies $n = 0$ and solves (46). Take now $c > 0$ as in Proposition 19 and consider the integral operators $K_c$ and $W_c$ associated to the fundamental solution $\Phi_c$. Then the following problem

$$\text{find } (p, u, \psi, n) \in H(\text{div}, O) \times L^2(O) \times H^{1/2}(\Gamma) \times \mathbb{R} \text{ such that}$$

$$\langle p, q \rangle + (u, \text{div } q) - \langle \gamma \nu, q, \psi \rangle = \ell_1(q), \quad \forall q \in H(\text{div}, O),$$

$$\langle \text{div } p, v \rangle = \ell_2(v), \quad \forall v \in L^2(O),$$

$$\langle \gamma \nu p, \varphi \rangle + \langle W_c \psi, \varphi \rangle = \ell_3(\varphi), \quad \forall \varphi \in H^{1/2}(\Gamma),$$

$$n = m,$$ 
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is a compact perturbation of (54): the differences $K - K_c$ and $W - W_c$ are compact and all other operators we have changed are of finite rank.

We now take $H_h = \mathbf{H}(\text{div}, O)$, $L_h = L^2(O)$ and $X_h = H^{1/2}(\Gamma)$ in Proposition 20 and note that conditions (49) are satisfied by these spaces. Transposing and changing signs of the third row and columns, we obtain well posedness of the set of the first three equations of (55). Therefore (55) is well posed and the operator associated to (54) is Fredholm of index zero.

We finally want to prove that the kernel of the operator associated to equations (54) is trivial. If $(p_0, u_0, \psi_0, n_0)$ satisfies these equations with zero right hand side, it follows readily that $n_0 = 0$ (test with $\varphi = 1$). Taking $u_0 := D\psi_0 - S\gamma u_0$ in $\Omega^c$ we easily prove that

$$\nabla u_0 = p_0 \quad \text{in } O, \quad -\Delta u_0 = 0 \quad \text{in } \Omega \cup \Omega^c,$$

as well as

$$\gamma_\Sigma u_0 = 0, \quad \gamma u_0 = \psi_0, \quad \gamma_\nu p_0 = \partial_\nu u_0.$$

Using Green’s Third Identity we can identify $D\psi_0 - S\gamma u_0$ as well as $\gamma u_0$ and $\gamma_\nu p_0$.

\begin{align*}
0 &= \langle 1, (\frac{1}{2}I - K)\psi_0 + V\gamma_\nu p_0 \rangle = \langle 1, \psi_0 - \gamma^e u_0 \rangle,
\end{align*}

from where $[\gamma u_0] = 0$. The pair $(u_0, p_0)$ solves then the homogeneous transmission problem and therefore $u_0 = 0$, $p_0 = 0$ and $\psi_0 = 0$. \hfill \Box

Discretization of equations (46) is achieved with three sequences of finite dimensional subspaces

$$H_h \subset \mathbf{H}(\text{div}, O), \quad L_h \subset L^2(O), \quad \mathbb{P}_0 \subset X_h \subset H^{1/2}(\Gamma). \tag{56}$$

We assume conditions (49) for $H_h$ and $L_h$, with $C_0$ independent of $h$. The assumption $\mathbb{P}_0 \subset X_h$, allows us to separate

$$X_h = \mathbb{P}_0 \oplus X^0_h, \quad X^0_h \subset H^{1/2}_0(\Gamma).$$

The proposed discretization of (46) is

find $(p_h, u_h, \psi_h) \in H_h \times L_h \times X_h$ such that

$$\begin{align*}
(p_h, q_h)O &+ (u_h, \text{div } q_h)O - \langle \gamma_\nu q_h, \psi_h \rangle = \ell_1(q_h), \quad \forall q_h \in H_h, \\
\text{div } p_h, v_h)_O &\quad = \ell_2(v_h), \quad \forall v_h \in L^2_h, \tag{57} \\
\langle (\frac{1}{2}I + K)\gamma u_h, \varphi_h \rangle &\quad + \langle W\psi_h, \varphi_h \rangle = \ell_3(\varphi_h), \quad \forall \varphi_h \in X^0_h, \\
\langle \gamma_\nu p_h, \varphi_h \rangle &\quad + \langle \phi_1, \varphi_h \rangle = m, \\
\end{align*}$$

Let

$$\varepsilon_h(p, u, \psi) := \inf_{q_h \in H_h} \| p - q_h \|_{\text{div}, O} + \inf_{v_h \in L_h} \| u - v_h \|_O + \inf_{\varphi_h \in X_h} \| \psi - \varphi_h \|_{1/2, \Gamma}.$$ 

We also assume that

$$\lim_{h \to 0} \varepsilon_h(p, u, \psi) = 0, \quad \forall (p, u, \psi) \in \mathbf{H}(\text{div}, O) \times L^2(O) \times H^{1/2}(\Gamma). \tag{58}$$
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Theorem 22 If the discrete spaces (56) satisfy (49) and the approximation property (58), then problem (57) has a unique solution for \( h \) small enough. Moreover, there exist \( h_0 \) and \( C > 0 \) such that for \( h \leq h_0 \)

\[
\|p - p_h\|_{\text{div},\Omega} + \|u - u_h\|_0 + \|\psi - \psi_h\|_{1/2,\Gamma} \leq C\varepsilon_h(p, u, \psi).
\]  

(59)

The constant \( C \) depends only on \( C_0 > 0 \) (and on the continuous problem) but \( h_0 \) depends on the sequence of discrete spaces.

Proof. Unique solvability and stability of the discrete operator associated to the equations (57) is equivalent to the same properties for a Galerkin discretization of (54) with \( H_h \times L_h \times X_h \times R \) as discrete space.

Proposition 20 proves that any Galerkin discretization of (55) is stable as long as the discrete spaces satisfy (49) and that the only dependence of the stability on the discrete spaces is through \( C_0 \) on (49). Galerkin stability and the approximation property (58) imply convergence of the method, a property that is transferred to invertible compact perturbations of the operator equations (see [19, Chapter 13] for instance). The stability estimate for the compact perturbation (which is equivalent to the Céa estimate (59)) uses a constant that is proportional to that of the unperturbed discrete problem: the proportionality factor depends only on the operator and not on the discrete spaces. \( \square \)

7 Numerical experiments

In all our examples we will be using tetrahedral meshes for the interior domain and the inherited triangular meshes for the boundary element discretization. The discrete spaces will be the first order Raviart–Thomas finite element (see [3]) to approximate the flux variable \( p \), piecewise constant functions for the discrete version of \( u \) and the standard first order Lagrange finite element method for the boundary unknown \( \psi \). It is well-known that conditions (17) and (18) are satisfied for these choices of \( H_h \) and \( L_h \). The boundary integrals are approximated using the techniques of [11].

In the sequel, \( N \) stands for the number of degrees of freedom defining the finite element spaces \( H_h, X_h \) and \( M_h \) and the individual relative errors are given by:

\[
e(p) := \frac{\|p - p_h\|_{\text{div},\Omega}}{\|p\|_{\text{div},\Omega}}, \quad e(u) := \frac{\|u - u_h\|_0}{\|u\|_0,\Omega} \quad \text{and} \quad e(\psi) := \frac{\|\psi - \psi_h\|_{1/2,\Omega}}{\|\psi\|_{1/2,\Omega}} \quad \text{for} \quad \|\psi - \psi_h\|_{1/2,\Gamma} \leq \frac{\|\psi\|_{1/2,\Gamma}}{\|\psi\|_{1/2,\Gamma}}.
\]

Also, we let \( r(p) \), \( r(u) \) and \( r(\psi) \) be the experimental rates of convergence given by

\[
r(p) := \frac{\log(e(p)/e'(p))}{\log(h/h')}, \quad r(u) := \frac{\log(e(u)/e'(u))}{\log(h/h')} \quad \text{and} \quad r(\psi) := \frac{\log(e(\psi)/e'(\psi))}{\log(h/h')},
\]

where \( h \) and \( h' \) denote two consecutive meshsizes with corresponding errors \( e \) and \( e' \).

We first present an example illustrating the performance of the non–symmetric mixed-FEM and BEM method applied to the direct formulation (12) of problem (1) on a set
of irregular shape–uniform tetrahedral meshes of the cube $\Omega := (-1,1)^3$. The function $u : \Omega \cup \Omega’ \rightarrow \mathbb{R}$ given by

$$u(x) := \begin{cases} \cos(\pi x_1) \cos(\pi x_2) \cos(\pi x_3) & \text{in } \Omega; \\ 1/(4|x|) & \text{in } \Omega’. \end{cases} \tag{60}$$

is a solution of our model problem if suitable non-homogeneous transmission conditions are considered on $\Gamma$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$e(p)$</th>
<th>$r(p)$</th>
<th>$e(u)$</th>
<th>$r(u)$</th>
<th>$e(\psi)$</th>
<th>$r(\psi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8593</td>
<td>0.278273</td>
<td>–</td>
<td>0.279434</td>
<td>–</td>
<td>0.066873</td>
<td>–</td>
</tr>
<tr>
<td>11578</td>
<td>0.250620</td>
<td>1.0531</td>
<td>0.251197</td>
<td>1.0719</td>
<td>0.058907</td>
<td>1.2762</td>
</tr>
<tr>
<td>18838</td>
<td>0.210811</td>
<td>1.0661</td>
<td>0.210816</td>
<td>1.0801</td>
<td>0.046163</td>
<td>1.5024</td>
</tr>
<tr>
<td>30698</td>
<td>0.179779</td>
<td>0.9783</td>
<td>0.179627</td>
<td>0.9836</td>
<td>0.039395</td>
<td>0.9739</td>
</tr>
<tr>
<td>40339</td>
<td>0.164711</td>
<td>0.9615</td>
<td>0.164999</td>
<td>0.9664</td>
<td>0.035875</td>
<td>1.0283</td>
</tr>
<tr>
<td>81854</td>
<td>0.127082</td>
<td>1.0996</td>
<td>0.126785</td>
<td>1.1040</td>
<td>0.029287</td>
<td>0.8602</td>
</tr>
</tbody>
</table>

Table 2: Degrees of freedom, relative errors and rates of convergence (EXAMPLE 1)

In Table 2 we summarize the convergence history for a sequence of uniform meshes of the computational domain $\overline{\Omega}$. The results show clearly that the linear convergence provided by the Céa estimate in Theorem 5 (which also valid for the direct scheme) and standard interpolation error estimates (see [3]) is attained for all unknowns.

In the second example we need to test the performance of scheme (38). The computational domain is now $\Omega := (-1,1)^3 \setminus [-1/2, 1/2]^3$ and Neumann boundary conditions are imposed on the internal boundary $\Sigma$. We still consider the same exact solution (60) and the same discretisation spaces (after incorporating the new boundary condition on $\Sigma$ to the first order Raviart-Thomas space). We recall that we are using here an indirect formulation, consequently, in Table 3 we do not present numerical results for the boundary unknown since the corresponding exact solution is not known. The rate of convergence in the flux variable $p$ and the Lagrange multiplier $u$ behave as predicted by Theorem 18 and well-known interpolation error estimates.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$e(p)$</th>
<th>$r(p)$</th>
<th>$e(u)$</th>
<th>$r(u)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3004</td>
<td>0.407653</td>
<td>–</td>
<td>0.483004</td>
<td>–</td>
</tr>
<tr>
<td>8554</td>
<td>0.280336</td>
<td>1.0734</td>
<td>0.303482</td>
<td>1.3322</td>
</tr>
<tr>
<td>15042</td>
<td>0.227212</td>
<td>1.1167</td>
<td>0.258337</td>
<td>0.8560</td>
</tr>
<tr>
<td>25911</td>
<td>0.195052</td>
<td>0.8419</td>
<td>0.230108</td>
<td>0.6384</td>
</tr>
<tr>
<td>42297</td>
<td>0.167489</td>
<td>0.9327</td>
<td>0.203752</td>
<td>0.7447</td>
</tr>
<tr>
<td>52944</td>
<td>0.152555</td>
<td>1.2279</td>
<td>0.182612</td>
<td>0.9742</td>
</tr>
</tbody>
</table>

Table 3: Degrees of freedom, relative errors and rates of convergence (EXAMPLE 2)
In the third and last example we study the performance of the numerical scheme (57) corresponding to a direct formulation of an exterior Dirichlet problem. Here again we consider the same exact solution (60) on \( \Omega := (-1,1)^3 \setminus \left[ -\frac{1}{2}, \frac{1}{2} \right]^3 \). It is clear from Table 4 that, as expected, we have a linear asymptotic convergence for all variables.

<table>
<thead>
<tr>
<th>(N)</th>
<th>(c(p))</th>
<th>(r(p))</th>
<th>(c(u))</th>
<th>(r(u))</th>
<th>(c(\psi))</th>
<th>(r(\psi))</th>
</tr>
</thead>
<tbody>
<tr>
<td>3094</td>
<td>0.407993</td>
<td>-</td>
<td>0.417140</td>
<td>-</td>
<td>0.326680</td>
<td>-</td>
</tr>
<tr>
<td>8750</td>
<td>0.280279</td>
<td>1.0835</td>
<td>0.282473</td>
<td>1.1250</td>
<td>0.204786</td>
<td>1.3467</td>
</tr>
<tr>
<td>15392</td>
<td>0.227090</td>
<td>1.1178</td>
<td>0.227860</td>
<td>1.1412</td>
<td>0.161304</td>
<td>1.2678</td>
</tr>
<tr>
<td>26523</td>
<td>0.194875</td>
<td>0.8434</td>
<td>0.194781</td>
<td>0.8648</td>
<td>0.116847</td>
<td>1.7775</td>
</tr>
<tr>
<td>43185</td>
<td>0.167274</td>
<td>0.9399</td>
<td>0.167093</td>
<td>0.9436</td>
<td>0.098330</td>
<td>1.0618</td>
</tr>
<tr>
<td>60434</td>
<td>0.145909</td>
<td>1.2199</td>
<td>0.145527</td>
<td>1.2336</td>
<td>0.088739</td>
<td>0.9162</td>
</tr>
</tbody>
</table>

Table 4: Degrees of freedom, relative errors and rates of convergence (EXAMPLE 3)
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