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Abstract—Most network operators have considered reducing LSR label spaces (number of labels used) as a way of simplifying management of underlaying Virtual Private Networks (VPNs) and therefore reducing operational expenditure (OPEX). The IETF outlined the label merging feature in MPLS—allowing the configuration of MultiPoint-to-Point connections (MP2P)—as a means of reducing label space in LSRs. We found two main drawbacks in this label space reduction scheme: 1) it should be separately applied to a set of LSPs with the same egress LSR—which decreases the options for better reductions, and 2) LSRs close to the edge of the network experience a greater label space reduction than those close to the core. The later implies that MP2P connections reduce the number of labels asymmetrically.

In this article we propose a solution to these drawbacks achieved by stacking an additional label onto the packet header. We call this type of reduction Asymmetric Merged Tunnels (AMT). A fast framework for computing the optimal reduction using AMTs is proposed. Our simulations show that the label space can be reduced by up to 20% more than when label merging is used.

Index Terms—Label merging, label space reduction, label stacking, MPLS, multipoint-to-point.

I. INTRODUCTION

MULTI PROTOCOL LABEL SWITCHING (MPLS) is a circuit-oriented technology used for Traffic Engineering (TE). MPLS aims at working with TE schemes by setting up Label Switched Paths (LSPs) as needed to transmit customer’s flows efficiently, considering their QoS requirements. In order to satisfy these needs, network operators have to increase their transport capacities keeping both CApital EXPenditures (CAPEX) and OPerational EXPenditures (OPEX) as low as possible. Although the forwarding plane capacity makes the cost of an AOLS router (and its size) proportional to the number of labels used [7]. In this case, reducing label spaces could lead not only to reducing OPEX, but also to a significant CAPEX reduction.

A. The Label Space Reduction Problem

Once an LSP is established, all the involved LSRs should each use a label in order to identify the LSP. LSP packets are marked with a label that associates a traffic flow with their LSP in the LSR (labels are local to the LSR). When an LSR receives a packet, the LSR looks for the packet label and then searches for a Next Hop Label Forwarding Entry (NHLFE) in its memory that refers to this incoming label. An NHLFE provides information about which interface should be used to reach the next hop in the network [8]. Clearly, the more LSPs an LSR supports, the more NHLFEs are needed.

The method proposed in this paper is based on MPLS label stacking. Label stacks were originally used for LSP tunneling across different MPLS domains. LSP tunneling is a feature that allows us to aggregate a set of LSPs to form a single LSP. To support LSP tunneling and forwarding, the Internet Engineering Task Force (IETF) in [8] and [9] standardized a set of operations that can be performed in MPLS packet header stacks. The following operations can be done after the next hop has been computed:

- **SWAP**: replace the label at the top by a new one, and
- **PUSH**: replace the label at the top by a new one and then push one or more onto the stack, and
- **POP**: remove the label at the top of the label stack

Each NHLFE associates an incoming label with one of these operations and an outgoing forwarding port. In this way, LSRs

In MPLS, the more LSPs are handled, the more complex the control plane becomes. The complexity required for managing the control plane is proportional to the number of flows and, in the case of MPLS, it can be estimated by the number of labels used (viz. label spaces). As a matter of fact, many network operators (e.g., Bell [2], AT&T [3], NEC Japan [4], NEC USA [5]) aim at reducing network nodes label spaces not only because they are a finite resource, but also because this simplifies network management (especially when VPNs are considered) and therefore reduces OPEX.

Moreover, an important motivation concerns the evolution towards a robust Optical Transport Network (OTN). In an effort to provide a fast control plane in OTNs, MPLS basic functionality has been implemented directly in hardware using completely optical devices. In particular, the LASAGNE project [6] aims at developing an All-Optical Label Swapping (AOLS) architecture. An AOLS router needs a special all-optical device (viz. an optical label correlator) for each label used in the router. This makes the cost of an AOLS router (and its size) proportional to the number of labels used [7]. In this case, reducing label spaces could lead not only to reducing OPEX, but also to a significant CAPEX reduction.
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can decide where to forward packets marked with a specific incoming label and, at the same time, set the label stack properly for downstream LSRs. Due to performance issues, the IETF standard imposes considering only the label at the top of the stack. Hence, the forwarding decision is only based on the top label.

Taking advantage of the different possible operations an NHLFE may have, the number of labels used—or label space\(^1\)—can be reduced depending on how the NHLFEs are configured, as explained in further sections. When one label is used to forward more than one LSP, it is said that there is a Labeled SPAce REDuction (LASPARED). The general LASPARED problem can be formulated as:

How can the NHLFEs be set up for a set of LSRs in a network so that the total number of labels used in the network is minimized?

Note that as the number of incoming labels is reduced, the number of NHLFEs is reduced as well.

Although the main motivation for reducing label spaces are due to OPEX savings in classical MPLS networks and CAPEX reduction in AOLS networks, some other reasons and motivations are presented below:

- some protection mechanisms duplicate the label space sizes, see [10] and [11] (i.e., fast failure protection, 1 + 1);
- allowing multicast on MPLS could increase the number of labels used;
- each label must be encoded in a 20-bit field [8], allowing only \(2^{20}\) (a little more than a million labels) different possible labels in an LSR: a large, but finite number;
- although MPLS architecture was designed for fast forwarding, large NHLFE tables can cause long delays while an LSR is looking up the next hop LSR in its forwarding table each time a packet is received [5], [12]–[14];
- the emergence of new protocols and technologies based on MPLS is encouraging researches to consider smaller label spaces. For instance, such as the Ethernet LSPs project [15] and the LASAGNE project [6], mentioned before.

### B. Assumptions

In our approach, the following assumptions are considered:

- **About stack sizes.** In order to reduce packet overhead and management complexity, we simplified our method to one pushed label (in addition to those already used for LSP/VPN setup). Another good reason to limit the number of pushed labels in this study is due to the fact that we foresee AOLS router technology with a bound in the number of labels that can be pushed, due to optical synchronization and bandwidth wastage.

- **About FECs.** As many other works on LASPARED (e.g., [3], [4], and [5]), it is assumed that all given LSPs have equivalent FECs (Forwarding Equivalence Class) as recommended in the MPLS architecture [8]. Otherwise, LSP flows cannot be aggregated.

- **About re-routing.** Applegate et al. in [3] considered minimizing the label space as a criterion when finding LSP routes. Since ISP customer needs may be measured as QoS requirements, which do not include the label space, we believe that the number of labels should not be regarded as a minimizing objective in any problem that deals with LSP routing; it may be considered at most as a model restriction. Therefore, our work aims at optimizing the number of labels used without concerning with routing computations.

### C. Contents and Contributions

In this subsection we present the organization of this article together with a summary of its contributions.

In Section II, the MP2P basic concepts, the label MERGING PROBLEM and its most important contributions are summarized. Then, in Section III, we propose an enhancement for the MP2P reduction by means of a single label stacked. We call this type of reduction Asymmetric Merged Tunnels (AMT). Our main contribution in this paper is to study how much the label space can be reduced by using AMTs instead of MP2Ps. Although MP2P was proposed by IETF and has been analyzed by other authors in previous work, the maximum number of labels that can be reduced using MP2P had not been accurately computed but only estimated. Therefore, our contributions are focused in computing the maximum number of labels reduced not only with AMT, but with MP2P as well.

Since considering multicast connections in MPLS increases the number of labels used, this particular case is discussed in Section III.C.

We initially thought of using a single optimization model for minimizing label spaces using AMTs (called the BF-model and presented in Section IV); however, this solution would generally be too expensive in terms of computational time/space-complexity. Therefore, we focus not only on an optimization model, but also on a fast way for carrying it out. For this, we delved into the problem and propose a 2-step framework, called the Decompose and Match Framework (D&M). This framework is discussed and justified in detail in Section V.

A set of simulations comparing the maximum reductions of AMTs with respect to MP2Ps are shown in Section VI, and further conclusions and further studies are discussed at the end of the article.

It should be pointed out that no changes in the current MPLS specification are needed to fulfill accurate behavior for all the presented methods in this paper.

### II. LABEL MERGING OR MULTIPoint-TO-Point FOR LABEL SPACE REDUCTION

The IETF proposed labels merging as a way of reducing the label space. This is performed by assigning the same outgoing label to many LSPs, if they share the path to an egress LSR.\(^2\)

\[^{1}\text{We will use these two terms indistinctively: "number of labels used" and "label space."}\]

\[^{2}\text{At the time of publication, the present work does not take into account the correction stated by the authors in [16]. The correction simplifies the way in which MP2P connections are computed and, moreover, improves the reduction in MP2P by 1% in the 40% of the scenarios by discarding non-practical network considerations.}\]
The idea behind label space reduction is to minimize the domain of every function \( f_{\alpha_j} \), i.e., the label space for \( \alpha_j \). In the case of label merging, the domain of the function can be replaced by MP2P identifiers. Let \( T = \{t_0, t_1, \ldots, t_T\} \) be a set of MP2P indexes. Similarly to \( f_{\alpha_j} \), we can construct a function \( f'_{\alpha_j} : T \rightarrow N \) that returns the next hop of a given MP2P \( t_k \in T \) in a node \( \alpha_j \in N \).

Let us assume that \( g : \mathcal{P} \rightarrow T \) is a mapping from one LSP in \( \mathcal{P} \) to one MP2P in \( T \). The problem is translated to find the best functions \( g \) and \( f'_{\alpha_j} \) with the smallest domain such that the forwarding imposed by \( f_{\alpha_j} \) is not altered, i.e., \( f'_{\alpha_j}(g(p_i)) = f_{\alpha_j}(p_i) \) for all \( p_i \in \mathcal{P} \) and all \( \alpha_j \in N \).

Some interesting properties of this formulation are listed below:

- Since the binary relationship \( g^{-1} \) creates a partition over the set \( \mathcal{P} \), an LSP (identifier) just belongs to one MP2P connection.
- Because \( \mathcal{P} \) is partitioned (previous item) and \( f' \) is a function, the set of links corresponding to the LSPs in \( g^{-1}(t_k) \) (for any MP2P connection \( t_k \in T \)) form an inverted tree.

It is clear that for a single egress LSR \( e \in N \) there may be one or more MP2P trees; let \( T_e \subseteq T \) be the set MP2P trees with the same egress LSR \( e \). To simplify notation, let \( N_{t_k} \) and \( N_{t_k} \) be the set of nodes used by path \( p_i \) and tree \( t_k \) respectively.

With these MP2P tree structures the label assignment is performed as follows:\(^3\) If \( \beta \) and \( \gamma \) are two consecutive LSRs in a tree \( t_k \)---i.e., \( f'_{\alpha_j}(t_k) = \gamma \) and \( f'_{\alpha_j}(t_k) = \{e_0, e_1, \ldots, e_k\}, k \geq 1 \), is the set of LSRs whose next hop is \( \beta \), then LSR \( \gamma \) may query \( \beta \) for a unique label \( L \) to forward packets for the LSPs going through \( e_i, 0 \leq i \leq k \). In this way, LSR \( \beta \) will map many incoming packets marked with different labels, coming from \( e_i \), to the same outgoing label \( L \) and, hence, LSR \( \gamma \) will receive all of them using the same label. Therefore, the number of labels used (and NHLFEs as well) in \( \gamma \) is reduced from \( k \) to 1 for the LSP routes in \( g^{-1}(t_k) \).

### A. The Merging Problem

Since an MP2P connection is formed by its merged LSP routes, the main problem for creating it is to select LSP routes such that: a) there is at most one common path between any pair of LSP routes and, b) the common path (if it exists) ends in the egress LSR.

The configuration in Fig. 1 is an example that shows the Merging Problem. For this configuration, at least 2 MP2P connections must be created for the 3 LSPs shown, since LSR \( N_{t_T} \) is crossed by two LSPs: LSP B and LSP C---i.e., this prevents us to create a single tree with these 3 LSPs.

Depending on how the LSPs are grouped for forming MP2P connections, the label space may be reduced by more or less. For the example in Fig. 1, by merging LSP A with LSP C into a single MP2P tree and, in the other path, leaving LSP B alone the total number of labels\(^4\) is reduced by 1, while by merging LSPs

---

\(^3\)At time of publication, the IETF has been discussing a proper extension of RSVP-TE for signaling MP2P LSPs. The reader is addressed to [17] for this matter.

\(^4\)Taking into account that LSR \( Ne \) does not receive labeled packets due to the IETF recommendation: penultimate hop popping in Section 3.16 of [8]
of the MPLS forwarding mechanism: the label space of an LSR cannot be reduced using LSPs with different egress nodes.

The second drawback is related to the treelike shape of MP2P connections:

Proposition 1 (MP2P Biased Reduction): The greatest percentage of reduced labels by MP2P in a network are located in LSRs near an egress LSR.

In order to corroborate this statement, we carried out the following experiment.

A reduced version of the Australian ISP topology discovered by the Rocketfuel engine, shown in Fig. 2, was used. The simplified version has 28 nodes, each one corresponding to a different location in Australia. The nine nodes having the lowest connectivity degree were selected as edge routers. A set of 500 different LSPs were routed between the edge routers. The minimum number of labels using MP2P was computed. Throughout this work, we classify the relative label space reduction of a node in one of four ranges: [0%, 25%); [25%, 50%); [50%, 75%) and [75%, 100%). In the figure, the color of the nodes indicates its range of label space reduction using MP2P. At the same time, we ranked the nodes according to the minimum number of hops to the closest egress: zero for egress, one for egress’ neighbors, and so on. As seen in the figure, the shape of the LSRs corresponds to their rank. Table I shows the average label space reduction percentage for each node rank in the example.

Finally, we computed the correlation coefficient between the nodes’ rank and the percentage of the total number of labels reduced. The correlation is large negative (close to −0.8), confirming our previous statement. This means that the LSRs at the core of the network will not reduce their label space as much.

In the next section we recall from [19] a way of easing this asymmetry by stacking one label, or tunneling. Moreover, it will be shown later that our solution reduces the number of labels used even more when compared with MP2P.

III. ASYMMETRIC MERGED TUNNELING OR MP2P BY STACKING ONE LABEL

The notation used in Section II is preserved in this section. Let \( p_k \in \mathcal{P} \) be an index of a path and let \( N_{p_k} = \{a_0^{p_k}, a_1^{p_k}, \ldots, a_N^{p_k}\} \) be the set of LSRs it traverses. By pushing one new label onto the packets stack of LSP \( p_k \) at LSR \( a_i^{p_k} \) and popping the stack of the same LSP at LSR \( a_{i+1}^{p_k} \), a tunnel \( \dot{p}_k = \{a_0^{p_k}, a_1^{p_k}, \ldots, a_j^{p_k}\} \) from \( p_k \) is obtained. This tunnel, \( \dot{p}_k \), may be merged with other tunnels that end in the same LSR, \( a_j^{p_k} \). Considering \( \mathcal{P} = \{\dot{p}_0, \dot{p}_1, \ldots, \dot{p}_n\} \) as the set of tunnels created from the routes in \( \mathcal{P} \) and the merging scheme previously explained in Section II, inverse trees not rooted at egress LSR, but in each last LSR of the tunnel, can be created. As a consequence, the number of feasible label mergings for the paths in \( \mathcal{P} \) might be greater than those in \( \mathcal{P} \).

In order to differentiate it from MP2P trees, explained in the previous section, we call this type of inverse tree Asymmetric Merged Tunnel, or AMT. Fig. 3 presents an example of it. LSR \( N1 \) swaps and then pushes label \( X1 \) for packets marked with labels \( A \) and \( B \) (belonging to LSPs \( A \) and \( B \) respectively). In the same way, LSR \( N2 \) swaps and then pushes label \( X2 \) to packets marked with labels \( C \) and \( D \). LSR \( N3 \) merges them by swapping their labels with the same label \( Y \). LSR \( N4 \) swaps the label of the tunnel with \( Z \). LSR \( N5 \) then pops the stack for packets marked with label \( Z \).

An AMT may be seen as a way to create MP2P trees where the root LSR may not necessarily be the egress LSR of a given subset of LSPs. By eliminating the MP2P restriction of sharing the same egress LSR for all merged LSPs, we are able to create

---

5A set of nodes belonging to one location were mixed as a single node.

6We also performed experiments with randomly selected edge routers. The conclusion follows equally if the average hop distance to all the egress is considered instead. In the interest of space and non-redundancy, we do not include them in the article.

7The shadow pipe collecting links in figures means that the inner LSPs use one label stacked on those links. However, we consider that the last link of a tunnel is the next one following the last shadowed link. The reason is simple: although packets have been popped in the last shadowed link in figures, all of them (regardless of their LSP) must be forwarded toward the same LSR.
several MP2P-like trees anywhere in the network. This observation leads us to the following proposition.

Proposition 2 (AMTs Worst-Case Reduction: For any network and any set of LSP routes, AMTs achieve at least the same reduction factor than MP2P.

Given the previous analysis, the proof is straightforward. Every LASPARED solution using only MP2P is also a solution in AMTs, if and only if, every MP2P tree branch stacks one label at their extreme LSRs.

The natural questions are: (a) how much can it be gained using AMTs? and (b) what is the trade-off? The trade-off can be seen as the average increment (overhead) of the header size due to stacking, slightly affecting the traffic in the network. Clearly, the average header size would fluctuate between 4 (one label) and 8 bytes (two labels) depending on the number and location of the AMTs. Quantifications of the gain and the trade-off of AMTs are the main concerns of this article and they will be shown through simulations in further sections.

A. Tunneling Drawbacks

The use of AMTs, or tunnels, creates a hierarchy of LSPs, similar to that mentioned in [20]. The reader must be aware of the following drawbacks of using hierarchies in MPLS, as it is briefly exposed in [21].

- Hierarchies in general requires multilayer Traffic Engineering (TE). In this context, TE capabilities may be impacted in a re-optimization process, if not correctly addressed.
- The ingress and egress nodes of a tunnel cannot be protected using a local protection scheme, such as Fast Reroute. Therefore, other protection schemes are required, hindering the recovery time.
- Globally, this requires configuring and managing more LSPs.

B. The Stacking Problem

To compute an optimal AMT solution, we not only face the previously described MERGING PROBLEM on MP2P, but also the STACKING PROBLEM presented in the following.

The main decision problem that needs to be tackled when reducing label spaces through stacking is to decide where to start and end AMTs, viz. computing the proper set \( \mathcal{D} \). Let us consider the LSP configuration shown in Fig. 4(a); this configuration has two feasible AMT solutions which can be seen in Fig. 4(b) and Fig. 4(c).

In this example, the solution at the top [Fig. 4(b)] builds a tunnel that makes LSRs in the network use a total of 15 labels, while the second solution [Fig. 4(c)] makes them use 14 labels.

The most closely related work to this type of reduction is presented by et al. in [2] (and similarly in [12] and [13]). They studied the trade-off between label space sizes and stack depth in some special network configurations. They focus on network configurations in which all LSRs are interconnected either: (a) along a path, or (b) along a tree. Comparing it with our contributions in this paper, our problem is more general since we face the problem of defining the AMT trees in the network, as mentioned before, while et al. assume that the trees are already given.

C. Considering Multicast Connections

Stacking cannot be directly applied for reducing label spaces with multicast connections, best known in MPLS as Point-to-MultiPoint (P2MP) LSPs. Consider the example in Fig. 5, in which two P2MP LSPs traverse the same set of nodes.

When LSR \( N3 \) receives a packet, it extracts the top label (e.g., \( Y \)) and looks for an NHLFE referring to the label. Based on the NHLFE information, the LSR duplicates the packet (one for \( N4 \) and the other for \( N5 \)). Before their respective forwarding, LSR \( N3 \) swaps the top label in both outgoing packets with \( Z1 \) and \( Z2 \) respectively.

Notice that neither LSR \( N4 \) nor LSR \( N5 \) are able to swap the label underneath the top, neither for LSP \( A \) nor for LSP \( B \). Therefore, at the end of the tunnel, the last LSRs (both LSRs \( N6 \) and \( N7 \)) get packets with the same label underneath the top. This situation is undesirable in MPLS since different LSRs may

---

8At the time of publication of this manuscript, the IETF has started working on an upstream label assignment method for LSP signaling [22] in order to properly setup P2MP LSPs and P2MP tunnels [23]. This approach seems to solve the P2MP label binding issue mentioned here.
not be able to agree in label bindings for a particular LSP: labels are autonomically selected [8].

Therefore, in order to reduce label spaces in P2MP connections, the connections have to be split into several Point-to-Point (P2P) connections at the branch points. In the example, each P2MP connection must be considered as three different P2P connections: \( N1 \rightarrow N2 \rightarrow N3, N3 \rightarrow N4 \rightarrow N6 \) and \( N3 \rightarrow N5 \rightarrow N7 \).

IV. THE BRUTE-FORCE MODEL

In this section, our first thought for modeling the LASEPARED problem with the considered constraints is presented. We denote it as the Brute-Force model (or BF-model for short), since the computation takes the whole set of LSP routes and the complete network as input.

A. Parameters and Variables

Let \( T, N \) and \( P \) be the set of indexes for: tunnels, LSRs, and LSPs path respectively. The symbol \( B \) is used to denote the set \( \{0,1\} \). We use the following indexes in the model.

- \( i,j,k \in N \): Nodes in the network.
- \( p \in P \): An LSP path routed in the network.
- \( t \in T \): A tunnel.

Since the number of tunnels (or AMTs) is unknown apriori, the set \( T \) must be dimensioned to a sufficiently large number.

Let \( I_p^{(i,j)} \in B \) be a (given) binary model parameter with a value of 1 if the link \((i,j)\) forwards packets of the path \( p \), and 0 otherwise. Since each link that a path uses makes an LSR use an AMT, the number of labels used in a network without AMTs equals \( \sum_p \sum_{(i,j)} I_p^{(i,j)} \), e.g., 16 in all the subfigures of Fig. 4.

The variables in the model are the following.

- \( y_p^{(i,j)} \in B \): Set to 1 when link \((i,j)\) of path \( p \) is stacked in AMT \( t \), 0 otherwise.
- \( y_p^{(i,j)} \): Set to 1 when AMT \( t \) is using link \((i,j)\), 0 otherwise.
- \( x_p^{(i,j)} \in B \): Set to 1 when LSR \( j \) is the receiving LSR (i.e., the last LSR of a tunnel) for AMT \( t \), 0 otherwise.
- \( y_p^{(i,j)} \): Set to 1 when AMT \( t \) is stacking path \( p \), 0 otherwise.

Henceforth, the membership symbol (\( \varepsilon \)) is going to be omitted for notation simplicity, unless it is strictly necessary.

When a tunnel \( t \) is used, note that the number of labels used only by the tunnel \( t \) is \( \sum_{(i,j)} x_p^{(i,j)} \) e.g., in Fig. 4(b) this expression has a value of 5.

Note that the last link in the figure has no shade (\( N5 \rightarrow N6 \) in Fig. 4(b)), however we count it as part of the tunnel. We name this special link the receiving link, and the last LSR the receiving LSR (variable \( x_p^{(i,j)} \)) of the tunnel. Even though there is no assigned label in the receiving link of a tunnel (as shown in the figure), it has to be considered as part of it since all the “staked” LSPs must use this link in order to comply with MPLS tag-forwarding. Similarly, the expression \( \sum_p \sum_{(i,j)} y_p^{(i,j)} \) adds up to the number of labels that are not being used by LSPs \( p \) since they are being tunneled by \( t \), e.g., in Fig. 4(b) this expression has a value of 12.

B. Optimization Model

With these parameters and variables defined, the optimization problem can be represented as follows: given a set of paths \( P \), the best reduction possible is computed by finding the values of \( u_p^{(i,j)} \), such that they minimize the total number of labels, \( \varepsilon \), in the network

\[
\varepsilon = \sum_{p(i,j)} I_p^{(i,j)} - \Delta
\]

where

\[
\Delta = \sum_{p(i,j)} \left( \sum_{\beta} y_p^{(i,j)} - y_p^{(i,j)} \right) - \sum_{\alpha} \left( \sum_{(i,j)} x_p^{(i,j)} - x_p^{(i,j)} \right)
\]

The expression \( \Delta \) corresponds to the number of reduced labels by the usage of AMTs. Within \( \Delta \), the expression outlined by \( \alpha \) counts the number of used labels for tunnels; while the expression outlined by \( \beta \) counts the number of labels for paths that are “covered” by a tunnel. In other words, subexpression \( \beta \) counts the number of path hops that are stacked (hence, not used anymore). Because there is no reduction at the receiving LSR, the subtraction of \( \sum_{(i,j)} y_p^{(i,j)} \) is done once in order to make \( \Delta \) values accurate. In the same way, since tunnels do not have stacked labels in the receiving LSR link, \( x_p^{(i,j)} \) is subtracted from \( \alpha \). The relationship between these two subexpressions can be seen as; while subexpression \( \beta \) saves path labels, subexpression \( \alpha \) pays for those savings by using tunnels. Hence, the difference between them, expression \( \Delta \), gives the overall number of labels reduced when AMTs are built in the MPLS network.

Overriding fixed values in previous formula, a Zero-One Programming model can be formulated as:

Maximize:

\[
\Delta = \sum_{p(i,j)} v_p^{(i,j)} I_p^{(i,j)} - \sum_{p(t)} y_p^{(i,j)} - \sum_{(i,j)} v_p^{(i,j)}
+ \sum_{x_p^{(i,j)}} \text{subject to}
\]

\[
u_p^{(i,j)} - u_p^{(i,j)} + y_p^{(i,j)} \leq 1, \quad \forall i,j,k,p,t\]  (1)

\[
2 \cdot y_p^{(i,j)} - \sum_{(i,j)} u_p^{(i,j)} \leq 0, \quad \forall p, t
\]  (2)

\[
\sum_{(i,j)} v_p^{(i,j)} - \sum_{k} v_p^{(i,j)} - x_p^{(i,j)} \leq 0, \quad \forall j, t
\]  (3)

\[
\sum_{i} x_p^{(i,j)} \leq 1, \quad \forall t
\]  (4)

\[
\sum_{j} y_p^{(i,j)} \leq 1, \quad \forall i,j,p
\]  (5)

\[
u_p^{(i,j)} - I_p^{(i,j)} \leq 0, \quad \forall i,j,p,t
\]  (6)

\[
u_p^{(i,j)} - v_p^{(i,j)} \leq 0, \quad \forall i,j,p,t
\]  (7)

\[
u_p^{(i,j)} - v_p^{(i,j)} \leq 0, \quad \forall i,j,p,t
\]  (8)

\[
u_p^{(i,j)} - y_p^{(i,j)} \leq 0, \quad \forall i,j,p,t
\]  (9)

The objective function, (1), minimizes the number of labels used in the network by maximizing the number of labels reduced.
In (2), the model indicates to tunnel all LSPs that were tunneled previously in link \((i, j)\) in the link \((j, k)\), only if a path is being tunneled in link \((j, k)\). By adding this equation over index \(j\), it can be demonstrated that the model avoids P2MP tunnels, if the paths in \(P\) are P2P connections.

It should be noted that since route paths are given, the model does not actually deal with LSP routing. Moreover, comparing it with most commonly used networking routing models, the ‘source node’ (first pushing LSR) and ‘destination node’ (receiving LSR) of a tunnel are not known, hence, they are part of the problem itself. In our model, (2) can be seen as a sort of node-link routing constraint in those types of routing models.

The remaining equations are easier to read. Since a tunnel requires at least 3 nodes, (3) does not allow solutions to tunnel less than 2 links per path. By taking (8) into (3), it is easy to see that the total length of a tunnel is at least 3 nodes.

(4) gives a definition of \(x_{i,j}^f\) by allowing it to take the value of 1 only when node \(j\) has an incoming link but no outgoing link. Considering this, (5) states that there can only be 1 receiving LSR and therefore only one tunnel per each \(f\) index.

(6) prevents two tunnels from stacking the same path over the same link. (7) restricts \(u_{i,j}^{f,t}\) search space according to the values of parameter \(L^t_{p(i,j)}\), i.e., assures that only those links used by paths may be tunneled. (8) and (9) give a definition of \(v_{i,j}^f\) and \(y_{i,j}^p\) respectively assuming that \(u_{i,j}^{f,t}\) is known.

C. Reduction Using MP2P

To measure the improvement between the reductions achieved when a single stacked label is used (AMT) compared to when there is no stacking solution (MP2P) (currently not found in the literature) the best reduction for MP2P must be found. The model described in the previous subsection can be simplified for this special case.

To compute the reduction for MP2P, the model is relaxed so only the AMTs created are rooted at egress nodes of any LSP route. This is formalized by the following restriction over the model:

\[
x_{i,j}^f \leq E_f, \quad E_f = \begin{cases} 1, & \text{if LSR } j \text{ is an egress LSR} \\ 0, & \text{otherwise} \end{cases} \tag{10}
\]

In addition, since MP2P computation involves only the LSPs that have the same egress LSR \(e\) in common, the set \(P\) could be partitioned into several subsets \(P_k\) (each of them containing only the paths ending at \(e\)) and we then apply the model for each subset \(P_k\), one set at a time. This may reduce the computational time required to solve the ILP model. Note that the objective function still holds for the reduction using MP2P.

V. THE DECOMPOSE AND MATCH FRAMEWORK

Looking at the BF-model, we see that it uses 4-dimensional variables. Thus, it is not hard to see that any ILP solver will need a long time and large space to give a solution for large networks; especially considering the quadratic space in terms of LSRs. Most of the times, this makes the model costly in terms of computational time and resources. Therefore, we analyzed the problem and propose in this section a fast and optimal way to do it: the Decompose and Match framework.

The framework described here to reduce the label space is divided in two parts: the **decomposition algorithm** and the **matching model**. The matching model is a path-based ILP model. Because of its path-based nature, the model needs a set of AMTs already defined (i.e., precomputed) as input, in addition to the LSP paths. With these parameters, the model matches the given AMTs with the given paths such that the maximum number of labels that can be saved is computed. The optimal matching may not include all the precomputed AMTs, since an LSP cannot be stacked by two AMTs at the same time. Clearly, computing all the feasible AMTs in a network would require an exponential algorithm, because computing all the feasible paths in a network is an exponential process. Instead, the **decomposition algorithm** computes a subset of all the feasible AMTs, containing the optimal solution for the problem.

A. The Decomposition Algorithm

As mentioned before, it should be pointed out that the optimal solution to the LASPARED problem uses a subset of the AMTs that will be computed in this phase by the decomposition algorithm. The smaller this feasible optimal set, the better the runtime performance.

**Definition 1 (Segment):** We consider a segment as a sequence of 2 or more network links (formally an ordered set of 2 or more link elements) denoting a route in a network using at least three consecutive nodes.

In this sense, all the given LSP paths are segments, but not the opposite. If \(s_k\) is a segment, \(|s_k|\) represents the number of links that it comprises.

**Definition 2 Converging Segment—COS:** We say that a segment \(s_k\) is Converging considering a set of paths \(P\) if \(\forall p_i \in P, N_{p_i} \cap s_k = \emptyset\) or \(s_k \subseteq N_{p_i}\).

In other words, let us consider a segment \(s_k\) and all the LSPs \(\hat{P} \subseteq P\) that use at least one of the links in \(s_k\). A segment is said to be converging when all the LSPs \(\hat{P}\) use all the links in \(s_k\), i.e., when all LSPs converge into (or, no LSPs diverges from) the path followed by \(s_k\). For example, in Fig. 4(a), the segment \(N1 \rightarrow N2 \rightarrow N3\) is a converging segment since LSPs A, B and C includes it and D is completely disjoint to it.

**Definition 3 (Maximum Converging Segment—MACOS):** Let \(s_k\) be a converging segment, let \(s_k^\ominus\) be a segment formed by the links in \(s_k\) plus one more downstream link, and \(s_k^\ominus\) be a segment formed by the links in \(s_k\) plus one more upstream link. Then, \(s_k\) is a Maximum Converging Segment if neither \(s_k^\ominus\) nor \(s_k^\otimes\) are converging segments.

For example, in Fig. 4(a), the segment \(N1 \rightarrow N2 \rightarrow N3 \rightarrow N4\) is a maximum converging segment since \(N1 \rightarrow N2 \rightarrow N3 \rightarrow N4 \rightarrow N5\) (\(s_k^\ominus\) in our definition) is not a converging segment (because LSP D contains a part of it).

To assure the correctness of the algorithm, an intermediate theorem has to be demonstrated.

**Theorem 1 (MACOS Optimality):** Let \(s_k\) be a MACOS considering the paths \(P\), and let \(\hat{s}_k\) be a segment formed by the links in \(s_k\) minus one link (\(\hat{s}_k \subseteq s_k\)), then either a tunnel constructed following the links of \(\hat{s}_k\) is not optimum, or \(\hat{s}_k\) is another MACOS.

**Proof:** Let \(L\) and \(\hat{L}\) be the set of indexes of all the LSPs that are forwarded through the links in \(s_k\) and \(\hat{s}_k\) respectively.
Let us consider the relationship between \( L \) and \( \hat{L} \). On the one hand, if \( L \neq \hat{L} \) then our proof concludes trivially since \( s_k \) is another MACOS. On the other hand, assuming \( L = \hat{L} \), \( s_k \) is not an MACOS (by definition). In this case, the number of labels reduced with a tunnel following the links of \( s_k \) is \( \|L\| - 1 - \|s_k\| \), since \( L = \hat{L} \). Similarly, the number of labels that can be reduced using \( s_k \) is \( \|L\| - 1 - \|s_k\| \). This reduction is greater than the reduction offered by \( s_k \), because \( \|s_k\| < \|s_k\| \). Since the LSPs contained in \( s_k \) are exactly the same as those in \( s_k \) (MACOS definition), we conclude that constructing a tunnel following the links of \( s_k \) is not optimal.

The above theorem extends our space of optimal solutions.

**Corollary 1 (Joint MACOS Optimality):** Let \( S = \{s_0, s_1, \ldots, s_k\} \) be the set of all MACOS found for a set of LSP routes \( P \). Let \( S' \) be the set of all the segments resulting from joining two or more consecutive MACOS in \( S \). Let \( x \) be a segment not in \( S' \), i.e., \( x \notin S^* \). Then, a tunnel following the links in \( x \) is not optimal.

The proof follows the same sequence as the previous one. The previous corollary leads us to consider consecutive MACOS as part of our optimal solution. So far, we have proved how to discard non-optimal solutions. As a consequence, the resulting search space has been shrunk to combinations of MACOS, whose computation is shown shortly.

Since two paths might be intersected in more than one segment, an ordinary intersection operation between two paths may lead to non-existent routes. Therefore, it is necessary to define operators that compute, not a single non-existent route, but a set of segments shared between two paths. We define a multi-intersection binary operator (\( \cap \)) such that if \( s_i \cap s_j = s_i \cap s_j \), then each \( s_i \) represents an ordinal intersection, i.e., a consecutive sequence of links forming a path inside both \( s_i \) and \( s_j \) (paths or segments, in general). Similarly, we define a multi-difference binary operator (\( \setminus \)) such that if \( s_i \setminus s_j = s_i \setminus s_j \), then each \( s_i \) represents a consecutive sequence of links forming a path for one of the two LSP routes \( s_i \) or \( s_j \), but never both.

With this new definition of the intersection and difference operator between segments, we are ready to propose and demonstrate an efficient way to compute the claimed set of AMTs.

**Theorem 2:** The optimal solutions expressed by MACOS Optimality (theorem 1) and Joint MACOS Optimality (corollary 1) lemmas are computed by:

\[
\forall p_i, p_j \in P, p_i \neq p_j, s_k \in (p_i \cap p_j), \|s_k\| \geq 2 \Rightarrow s_k \in S' \tag{11}
\]

\[
\forall s_i \in S', s_i \in S \tag{12}
\]

\[
\forall s_i, s_j \in S', s_k \in \{s_i \setminus s_j\}, \|s_k\| \geq 2 \Rightarrow s_k \in S. \tag{13}
\]

**Proof:** Let \( s_k \) be a MACOS (or a set of consecutive MACOS) and \((a, b)\) a link that either follows or precedes \( s_k \). Let \( L = \{l_1, l_2, \ldots, l_n\} \), with \( n \geq 2 \), be a set of LSPs going through all links in \( s_k \). Since \( s_k \) is a MACOS, then the LSP routes forwarded by link \((a, b)\) must be \( L' \neq L \). At this point we have to consider two cases: at least one LSP diverges in \((a, b)\), i.e., \( L' \subset L \), or at least one LSP is added in \((a, b)\), i.e., \( L' \supset L \). A third case is when both of the above cases happen simultaneously and it can be demonstrated using Case 1 or Case 2.

**Case 1:** \( L' \subset L \). Let \( t_i \) be one of the LSP routes that diverges, i.e., \( l_i \in L - L' \). Then, it is clear that \( \forall l_i \in L, l_i \cap t_i = x \), in this case (11) and (12) compute the value.

**Case 2:** \( L' \supset L \). Let \( l_i \) be one of the LSP routes that is added at \((a, b)\), i.e., \( l_i \in L' - L \). Let \( t_j \) be one of the LSP routes that goes through links in \( s_k \), i.e., \( l_j \in L \). Then, \( s_k \) can be found in one of the \( l_i \cap l_j \) results, in this case (11) and (13) compute the value.

Up to this point, we have computed a set of P2P segments that could be feasible optimal solutions. To extend the P2P segments into AMTs, we need to make combinations of these segments taking into account that the combined segments: \( a \) must have the same end node and, \( b \) the segments may be intersected at most in one place—the same conditions for MP2P trees. This may be done with the following recursive formula (assuming initially \( T \leftarrow S \)):

\[
\forall t_i, t_j \in T, \sup t_i = \sup t_j, ||t_i \cap t_j|| = 1 \Rightarrow (t_i \cup t_j) \in T. \tag{14}
\]

Since routes are considered as ordered sets, the expression \( \sup t_i = \sup t_j \) means “if \( t_i \) and \( t_j \) end at the same place”. Due to this last equation, the algorithm runs in exponential-time in terms of the number of segments. However, it is possible to use a polynomial time algorithm if the decision of which P2P segments can be merged as AMTs is left to the ILP solver. Our simulations showed that the exponential-algorithm is the best suitable for the framework, since the number of combinations it has to perform in the last step is restricted only to MACOS ending in the same LSR.

**B. The LSP-AMT Matching Model**

Assuming that a set of AMTs has been computed considering a set of given LSP routes, the main issue is: which subset of non-interfering AMTs should be used in order to achieve the best reduction? Which LSP routes should be tunneled on each AMT? In other words, the problem has been simplified so we need to find only the best non-interfering matchings between pairs of LSPs and AMTs which reduce, as much as possible, the number of labels used. In this section we solve this question by proposing a Zero-One Integer Programming model, called the LSP-AMT Matching model (LAM-model).

The list of indexes of the model is:

- \( e \in E \): A link in the network;
- \( p \in P \): A given LSP path;
- \( t \in T \): A pre-computed AMT by the decomposition algorithm.

The model uses the following list of parameters.

- \( L_{se} \in B \): Set to 1 if link \( e \) is used by the feasible pre-computed tunnel \( t \), 0 otherwise.
- \( R_{pt} \in N^{+0} \): A natural number parameter set to the number of labels that can be reduced by using AMT \( t \) with LSP \( p \). These values can be easily found as the common numbers of links between them minus one.\(^9\) Note that if tunnel \( t \) cannot reduce the label space for any LSR \( p \) in the path \( p, R_{pt} = 0 \).

\(^9\)The constant value of one (1) must be subtracted because the last hop does not count in the reduction.
In order to simplify notation, let us assume that \( L^*_t = \sum_e L_{t,e} - 1 \).

The model uses two decision variables.

- \( x_{p,t} \in \mathbb{B} \). Set to 1 when the path \( p \) is used in AMT \( t \), 0 otherwise.
- \( z_t \in \mathbb{B} \). Set to 1 when AMT \( t \) is used for any path in the network, 0 otherwise.

The model is formulated as follows.

Maximize:

\[
\Delta = \sum_{p,t} (R_{p,t} \cdot x_{p,t}) - \sum_t L^*_t \cdot z_t \tag{15}
\]

subject to:

\[
\sum_t L_{t,e} \cdot x_{p,t} \leq 1, \quad \forall e, p \tag{16}
\]

\[
x_{p,t} - z_t \leq 0, \quad \forall p, t. \tag{17}
\]

The objective function, (15), computes the number of labels reduced. The equation has the same two subexpressions (viz. \( \alpha \) and \( \beta \)) explained in the previous section.

The constraint imposed by (16) allows a path to be stacked using only one tunnel in every link. (17) assures that the quantity \( L^*_t \) is paid for every tunnel used, independently of how many LSPs are stacked with it.

C. About MP2P Label Space Reduction Using D&M

As we outlined in Section II.B, many authors working on MP2P have addressed the importance of computing the optimal label space reduction using MP2P trees. Our last contribution in this paper concerns with computing this value using our framework.

In order to do this, a slight simplification must be made to the decomposition algorithm. The simplification consists on just considering a subset of LSPs and AMTs that end at the same LSR of the network. As stated in Section III.C, the reduction of MP2P can be computed separately in sets of egress LSRs; therefore the set of paths \( \mathcal{P} \) can be partitioned into disjoint subsets \( \mathcal{P}_d \) taking the egress LSR \( d \) of each path as the discriminating criteria. Then, by taking directly (14) with an initial value \( \mathcal{T} \leftarrow \mathcal{P}_d \) a set of MP2P trees are computed for destination \( d \). The process must be repeated for each destination \( d \in \mathcal{N} \).

D. D&M Framework Performance

It may seem that an optimization model that computes the AMTs directly from the LSP routes (the BF-model) is a bit more complicated to formulate but equally efficient in performance as the framework presented in this section (the D&M framework). However, this is not true. In this subsection we will compare the performance of the D&M framework with both the BF-model and the model proposed by et al. for MP2P label space reduction in [4].

In order to compare the solutions offered for the LASPARED problem, throughout this subsection we use the variables \( s, t \), and \( n_t \) to denote the number of LSP routes, AMTs and LSRs in the network respectively.

In the work of et al. in [4], the number of variables used is \( O(n^3) \) because: \( a \) their model needs to set the links used for an MP2P and \( b \) in order to make a fair comparison, we model all egress LSRs at the same time. Equation number 3 in Section III.B of [4] raises the number of constraints to \( O(s n^3) \) since the restriction holds for every link, ingress node, MP2P solution and egress node in our comparison scheme.

In the BF-model, to take into account the LSP routes, we need to consider variables indexed over all the network nodes and the different LSP routes. Moreover, an additional index is needed to control the relationship between the route’s segment and its AMT. Therefore, the space used by the variables is \( O(s n^3) \). Because the BF-model needs to preserve the stacked LSPs between links in an AMT, the BF-model needs a sort of three-node flow conservation restriction. This restriction increases the number of constraints to \( O(s n^2) \).

The LAM-model presented in Section V.B is composed of two binary variables. One of them uses \( O(st) \) binary variables and the other uses \( O(t) \) binary variables. In addition, the number of restrictions used by the model is \( s \cdot (l + 1) \), where \( l \) stands for the number of links used in the network; usually \( l \leq n^2 \). This leads us to \( O(st) \) in the number of constraints, assuming that the number of feasible AMTs is greater than the number of links used in the network. In the same way, the space of the input parameters is \( (s + t) \cdot d \in O(st) \). Clearly the LAM-model is much better than both the BF-model and Saito’s model in terms of space and consequently running time.

The complexity of the decomposition algorithm in Section V.A is the price that must be paid for the efficiency of the model and the framework in general. Despite this, our simulation experiments (see next section) were executed faster than those of the BF-model. We would like to point out that our framework ran entirely in approximately 5 seconds even for tests with networks with 32 LSRs and 256 LSPs, while the BF-model could only be run up to a 7-LSRs network with 10 LSPs in the same computer (Solaris with 1 GB of physical available memory) using the same solver (CPLEX). Saito’s work also showed a good runtime performance, but not as good as ours. Moreover, it should be kept in mind that Saito’s work achieves LASPARED by means of MP2Ps only (it does not use the stack) which decreases the possibilities of reducing the label space; as it will be seen in the next section. Although processing time is dependent on the computer system and solver characteristics, it should be pointed out that the D&M framework performance becomes appropriate for hourly or daily operations for an ordinary network operator.

VI. SIMULATION RESULTS

In this section we present a set of simulation results that aim at showing the benefit of using AMTs. In our simulations, we considered the following aspects:

About the Network Topology. The network topology used in this article is based on the Australian ISP topology discovered with the Rocketfuel engine [24], showed previously in Fig. 2.

The topology used here differs from the original in that ours has one node for every different location, i.e., a node may represent a set of different interconnected nodes within the same physical location in the original topology. Our topology has 28 LSRs, in...
which the nine with the least degree are always selected as edge LSRs.

**About Routing.** In order to ensure valid LSP paths over any generated network, the LSP routes were computed using a multi-objective evolutionary algorithm in which several QoS metrics were taken as objective functions for placing LSP routes [25]. This ensures that our LSPs routes may obey, to some degree, network operators’ concerns. Explaining this routing algorithm is out of the scope of this paper, but the reader can see its specification in [25]. It should be pointed out that, since the routing algorithm is multi-objective [26], a set of possible routes may be computed for a single set of demands. In this case, the average of the reductions is taken into consideration.

**About the Analyzed Metrics.** The following metrics were considered in the simulation results.

1) **Number of labels used:** number of labels used when the label space reduction methods were used (MP2P and AMT).

2) **Average packet overhead with AMTs:** this may be measured as the number of stacked hops over the number of total hops in an AMT solution. Note that the average packet overhead of MP2P solutions is constant, since the stack sizes are not increased.

The rest of this section is divided as follows. The first subsection evaluates the gain of labels versus the overhead due to stacking. The second subsection shows that AMTs helps reduce more labels at the core nodes. While the analysis presented in these first two subsections is made varying the number of LSPs, the last subsection presents detailed results for a fixed high-number of LSPs.

### A. Overall Reduction and Overhead

In this subsection, the minimum number of overall labels in the network is computed for different scenarios. Each scenario is comprised of different number of routed LSPs in the same topology. In Fig. 6 we show at the top the number of labels used by each method when the number of LSPs is varied from 10 to 300. At the same time, the bottom figure shows the average size of the incurred MPLS header.

The growing ratios are linear with the number of labels in all cases, but differ in their factor according to the LASPARED method used. As expected, AMTs use at least the same number of labels that MP2Ps. When the network load is high (300 LSPs), the label space reduction is 70.6% for AMTs, while MP2P is just 48.75%.

The cost of reducing 21.85% (70.6%–48.75%) the label space with AMTs is an overhead in the MPLS header. The average header size, as shown at the bottom of the figure, ranges from 5 bytes to 7 bytes in total (1 to 3 bytes of overhead, respectively) more than the normally used for MPLS tag-forwarding.

To analyze the overload caused in the traffic, we carried out a similar analysis to the one performed by et al. in [7]. We experimented with several traffic distributions. The traffic distributions consider three different sizes of payloads: 40 bytes, 520 bytes and 1500 bytes. The percentage of packets with payloads of 40 bytes can be 40%, 50%, and 60%, while the percentage of packets with payloads of 520 bytes can be 2.5%, 12.5% and 22.5%. The percentage of packets with payloads of 1500 bytes is set to the complement of the combination. For each traffic distribution, we computed the overload caused by the header size of MPLS. Fig. 7 shows these values.

It should be remarked that in the simulations carried out before, packet headers changed their size suddenly from 4 bytes to 8 bytes (and vice-versa) depending on the hop they took. This made the average header size vary from 5 to 7, as mentioned previously. However, we consider the case in which all LSPs are stacked at every point for a worst-case analysis. In other words, the worst-case analysis contemplates a fixed header size of 8 bytes at all hops for all LSPs, implying the maximum label space reduction possible using AMTs.

The typical traffic distribution of the traffic in the Internet can be considered as: 50%;37.5%;12.5% for payload sizes of 40, 520 and 1500 respectively, making an average payload size of 402.5. Compared to the worst-case, we conclude that the traffic overload is increased by 1%, if AMTs are used. In addition, even if the traffic distribution is changed to 60%;37.5%;2.50% (average payload size of 256.5), the traffic overload is increased by 1.56% only.
B. What Happens in the Core?

As shown in Section II.C, the larger percentage of labels reduced by MP2P is located in the LSRs close to the egress nodes. We show in this subsection that AMTs ease this drawback.

The simulation results previously presented are split into 5 different groups, each group considers only the LSRs of a particular rank. As mentioned before, in this article, the rank of an LSR is the minimum number of hops to the closest edge LSR in the topology. For every group, its average percentage of label space reduction for MP2P and AMT are computed. Since the fifth group is composed of only one node, only the first four groups are discussed and, hence, plotted between Fig. 8 and Fig. 11.

Fig. 8 shows the label space reduction ratio for edge LSRs; as expected, the gain of using AMTs with respect to MP2P is low. The gain improves as both the number of LSPs augments and the rank increases, as seen in Figs. 9–11.

To prove this observation, the correlation coefficient between the average gain obtained by using AMTs and the rank is computed. The coefficient was low positive (close to 0.3), which shows that the gain obtained by AMTs is not strongly related to the LSR ranks.

Sometimes some ranks may need to be sacrificed in order to obtain a better overall label space reduction using AMTs. For instance, between 110 and 190 LSPs, the solution obtaining the minimum label space requires that LSRs 18 and 23 (from rank three) create new tunnels that do not decrease their label space sizes. In fact, as it can be appreciated in Fig. 11, the reduction becomes negative (the number of labels for those LSRs is increased) for the AMT solutions in that range. However, it can be concluded that as the number of LSPs increases, the price that the latest ranks have to pay for an overall reduction is normalized.

This situation could be undesirable in scenarios in which the maximum number of labels used by any node in the network plays an important role, such as in AOLS. Even though the modifications in the ILPs to aim at this particular objective is small, its complete study goes beyond the purpose of this article, and it is left for future research.

C. A Detailed Test

We performed a final test, this time with 500 LSPs routed in the same topology. In Fig. 12 we show the topology with the LSRs colored according to the label space reduction ratio in this test. Fig. 12 can be compared with Fig. 2 in order to appreciate the overall distribution of the label space reduction. The label space reduction of every LSR is shown in Table II.

Let us denote by \( R_{i} \) the set of LSRs with rank \( i \).

Furthermore, let us split the set \( R_{i} \) in two disjoint sets \( R_{i}^{0} \) containing those LSRs with degree one (i.e., LSRs
Fig. 12. Simplified version of the Australian Rocketfuel ISP topology. Nodes ranked according to closest egress proximity and colored according to the percentage of labels saved using AMT.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Node (0, 1, 2, 3, 4)</th>
<th>Total</th>
<th>MP2P</th>
<th>AMT</th>
<th>Absolute Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10 52 98.08% 98.08%</td>
<td>98.08%</td>
<td>98.08%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11 52 98.08% 98.08%</td>
<td>98.08%</td>
<td>98.08%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15 52 98.08% 98.08%</td>
<td>98.08%</td>
<td>98.08%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>16 58 98.08% 98.08%</td>
<td>98.08%</td>
<td>98.08%</td>
<td>0.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>17 139 79.86% 87.05%</td>
<td>79.86%</td>
<td>87.05%</td>
<td>7.19%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>19 100 73.00% 84.00%</td>
<td>73.00%</td>
<td>84.00%</td>
<td>11.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>22 120 78.33% 84.17%</td>
<td>78.33%</td>
<td>84.17%</td>
<td>5.83%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>27 99 77.77% 84.84%</td>
<td>77.77%</td>
<td>84.84%</td>
<td>7.07%</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0 12 247 43.32% 70.45%</td>
<td>43.32%</td>
<td>70.45%</td>
<td>27.12%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20 372 47.31% 69.89%</td>
<td>47.31%</td>
<td>69.89%</td>
<td>22.58%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>24 284 44.37% 75.70%</td>
<td>44.37%</td>
<td>75.70%</td>
<td>31.33%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25 233 48.08% 77.25%</td>
<td>48.08%</td>
<td>77.25%</td>
<td>29.18%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>26 114 49.12% 85.96%</td>
<td>49.12%</td>
<td>85.96%</td>
<td>22.96%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 226 27.19% 52.19%</td>
<td>27.19%</td>
<td>52.19%</td>
<td>25.00%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 138 52.17% 76.09%</td>
<td>52.17%</td>
<td>76.09%</td>
<td>23.91%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 241 43.57% 73.44%</td>
<td>43.57%</td>
<td>73.44%</td>
<td>29.88%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0 41 17.07% 75.61%</td>
<td>17.07%</td>
<td>75.61%</td>
<td>58.53%</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1 135 51.85% 74.81%</td>
<td>51.85%</td>
<td>74.81%</td>
<td>22.96%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 13 74 41.89% 70.27%</td>
<td>41.89%</td>
<td>70.27%</td>
<td>22.59%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 82 42.68% 70.73%</td>
<td>42.68%</td>
<td>70.73%</td>
<td>28.05%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9 147 12.93% 25.85%</td>
<td>12.93%</td>
<td>25.85%</td>
<td>12.93%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>14 22 50.00% 54.54%</td>
<td>50.00%</td>
<td>54.54%</td>
<td>4.54%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>18 44 13.63% 43.18%</td>
<td>13.63%</td>
<td>43.18%</td>
<td>29.54%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 24 25.00% 37.50%</td>
<td>25.00%</td>
<td>37.50%</td>
<td>12.50%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>21 26 26.92% 34.62%</td>
<td>26.92%</td>
<td>34.62%</td>
<td>7.69%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>23 78 17.95% 28.21%</td>
<td>17.95%</td>
<td>28.21%</td>
<td>10.25%</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4 18 38.89% 55.56%</td>
<td>38.89%</td>
<td>55.56%</td>
<td>16.67%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total 3272 53.33% 70.67%</td>
<td>53.33%</td>
<td>70.67%</td>
<td>17.34%</td>
<td></td>
</tr>
</tbody>
</table>

0, 11, 15, 16, 27), and $P_{(0)}$ containing the remaining ones (i.e., LSRs 17, 19, 22, 27). We notice that the LSRs in $P_{(0)}$ do not present any gain at all (0.00%) with the use of AMTs. This fact can be easily explained since all those LSRs have degree one. An LSR having degree one is never used as a transit LSR, i.e., all forwarded demands are either originated or ended there. The number of labels used for the demands originated in $P_{(0)}$ cannot be decreased even though AMTs are used, since for every originated demand one different label is needed. Similarly, the number of labels used for the demands ended in $P_{(0)}$ cannot be decreased using AMTs, since an AMT would always use the LSR’s incoming links as the AMT receiving links. On the contrary, the LSRs in $P_{(0)}$ experience a gain resulting from stacking of the demands that are traversing them.

Complementary, in order to corroborate our results, we carried out simulations over a set of 10 random network topologies generated accordingly to the work of et al. in [27]. Half of them containing 16 nodes and the other half 24 nodes. The network load was varied from 2 LSPs to 128 LSPs. All these simulations showed similar results, hence they are omitted from the article.

VII. CONCLUSIONS AND FURTHER STUDIES

In this paper we analyzed how the label space can be reduced by the addition of a single stacked label (AMT) in order to simplify network management and OPEX. For this, we proposed two different Zero-One Integer Lineal optimization models, each of which finds the best way to reduce the label space by stacking only one additional label.

Simulation results show large improvements in the reduction of the number of labels using the stack (AMT) with respect to those found by traditional label merging schemes (MP2P). Furthermore, the analysis showed that by stacking only one extra label optimally (using AMT), the label space can be reduced by 70.6% compared to 48.75% when not using the label stack (using MP2P) in most of the networks scenarios. In addition, we also show that AMTs ease the biased reduction of MP2P towards LSRs close to the edge of the network.

To our knowledge, the label space reduction problem is a new open issue, therefore the following ideas have been left as unresolved problems in the area:

- to create an online algorithm for achieving online label space reductions;
- to develop a network signaling protocol based on RSVP-TE for label space reduction;
- to propose an approximation algorithm to reach a near-optimal solution to the label space reduction model;
- to study how All Optical Label Switching networks can work with this tunneling concept.

It is our aim to study the last two problems together in a near future.

ACKNOWLEDGMENT

The authors would like to thank Prof. J. Cavalcante de Oliveira, Drexel University, Philadelphia, PA, for all her comments. The authors also thank Dash Optimization for the free but limited usage of their (integer) linear problem solver—XPress\textsuperscript{MP} 2005B—through their Academic Partner Program.

REFERENCES
