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Abstract—This paper studies pulse-based $M$-ary ultrawideband communications analyzing both the symbol error rate (SER) and the information theoretic capacity $C$ for single-link communications over both additive white Gaussian noise and multipath channels (taking into account random variations in both energy and correlation values). In particular, we consider $M$-ary $N$-orthogonal pulse-position-modulated (PPM) signals with numerical pulse-position optimization to exploit the negative values in the pulse correlation function. On one hand, the $N$-orthogonal PPM ($N$-OPPM) signals can accommodate a larger value of $M$ than the nonoverlapping orthogonal PPM (OPPM) signals for a constant frame size and pulse width, allowing increasing the symbol transmission rate and/or the use of error correcting codes. However, $N$-OPPM requires a receiver with $N$ correlators, while the receiver for OPPM requires one correlator. On the other hand, the pulse positions of the $N$-OPPM signals can be manipulated to shape the power spectrum density and decrease the level of the discrete components. However, this PPM manipulation changes the $N$-OPPM correlation properties of the signal set. At the same time, $N$-OPPM signals have equal or better performance than OPPM signals. More specifically, simulations show that for low values of $M$, the $N$-OPPM has lower SER and higher $C$ than OPPM for the same signal-to-noise ratio (SNR), and that for larger values of $M$, it achieves similar SER and $C$. Hence, $N$-OPPM signals allow a tradeoff between transmission rate, signal performance, and receiver complexity.

Index Terms—Block waveform signal design, channel capacity, multipath channels, pulse-position modulation (PPM), ultrawideband (UWB), UWB communications.

I. INTRODUCTION

PULS-E-BASED ultrawideband (UWB) communications have been the subject of intense research activity recently [1]–[6]. The use of $M$-ary pulse-position modulation (PPM), pulse amplitude modulation (PAM), and other $M$-ary modulation schemes allows to increase the number of users supported by the system for a given data transmission rate without degrading the multiple access performance. More importantly, for UWB communications, $M$-ary signals allow to reduce the required transmitter power maintaining the number of users, the data transmission rate, and the multiple access performance [7]–[15].

This paper studies the performance of pulse-based UWB $M$-ary $N$-orthogonal PPM (OPPM) signals. We analyze both the symbol error rate (SER) and the capacity $C$ for a single-link UWB communications over both the additive white Gaussian noise (AWGN) and multipath channels. This paper is organized as follows. In Section II, we provide a motivation to use the $N$-OPPM signals. In Section III, we describe the structure of the $N$-OPPM signals and calculate the corresponding power spectrum density (PSD). Section IV describes the system model used for SER and $C$ calculations. In Section V, we address the signal optimization. In Section VI, we calculate the SER. In Section VII, we compute $C$. Sections VIII–X include numerical examples of signal design and PSD, SER, and $C$, respectively. Section XI contains a discussion of results and conclusions.

II. MOTIVATION TO USE $N$-OPPM SIGNALS

The $M$-ary PPM signals have been widely used in optical communications. This signaling scheme generally changes the position of the light intensity with respect to a frame sync. Hence, previous results in $M$-ary PPM signal design, from simple orthogonal signals to designs based on the algebraic constructions such as [18]–[20], could be considered for UWB $M$-ary communications signal sets. However, most of these previous PPM signal designs presume that pulses are not overlapping and do not take advantage of the negative correlation properties of the pulses used in UWB wireless communications.

The motivation of this paper is the design of $M$-ary PPM communications signals that can provided a performance enhancement as $M$ grows avoiding an $M$-fold increase in the complexity of the receiver. Hence, we are looking for signal designs that allow a tradeoff between transmission rate, SER performance and receiver complexity (number of correlators).

In this paper, we study the $N$-orthogonal signals, which is a generalization of biorthogonal signals. An $N$-orthogonal-signal set consists of $M = NL$ signals, where $M$, $N$, and $L$ are all

1Multiple access performance of $N$-OPPM signals over free-space propagation conditions was studied in [8].

2The $N$-orthogonal phase-modulated signals were first introduced by Reed and Scholtz [22] and later studied by Viterbi and Stiffler [23]. The $N$-orthogonal pulse-position-modulated signals were introduced in [24].
Hence, this class of signals can be contained in \( T \) space. In particular, the PPM-based 2-OPPM signals (i.e., \( N \) for \( M/2 \) orthogonal signals and their \( N \) antipodals, but a 2-OPPM set is formed by \( M \) antipodals, but a 2-OPPM set is formed by \( M/2 \) orthogonal signals and their \( M/2 \) quasi-antipodals.

We notice that \( N \)-OPPM signals can accommodate a larger value of \( M \) than the OPPM signals for a constant frame size \( T_f \) and pulse width \( T_w \). More specifically, for OPPM, \( M \leq \lfloor T_f/T_w \rfloor \), and for \( N \)-OPPM, \( M \leq N \lfloor T_f/T_o \rfloor \), where \( T_o \) is the time-shift separating orthogonal subsets, and \( \lfloor \cdot \rfloor \) denotes the integer part. As an example, Fig. 1 shows a case where \( M = 16 \) for \( N \)-OPPM and \( M = 6 \) for OPPM.

By increasing \( M \), \( N \)-OPPM allows to increase the symbol transmission rate and/or the use of error correcting codes. For the example in Fig. 1, the maximum bit transmission rate \( R_b \) for \( N \)-OPPM is \( \log_2(16)/\log_2(6) \approx 1.6 \) larger than the \( R_b \) for OPPM. In this same example, \( N \)-OPPM can be combined with a forward error correcting code with rate 2/3 and still have the same \( R_b \) transmission rate at the line than using OPPM.

We must note, however, that \( N \)-OPPM requires a receiver with \( N \) correlators, while the receiver for OPPM requires one correlator.\(^4\)

At the same time, we are interested in the \( N \)-OPPM signals that have equal or better performance than the OPPM signals. For this purpose, we perform a numerical pulse-position optimization to exploit the negative values in the pulse correlation function. With this optimization, we can get better performance for low values of \( M \). However, we must remember that in AWGN channels, the signal-to-noise-ratio (SNR) gain that is obtained by using negatively correlated \( M \)-ary signals to improve SER decreases as \( M \) increases [21]. Hence, for higher values of \( M \), performance of \( N \)-OPPM and OPPM should be similar.

Finally, we mention that we can exploit the \( M \)-ary PPM-modulation parameters to shape the PSD of the \( N \)-OPPM signals.

III. \( N \)-OPPM SIGNALS AND THEIR PSD

Under free-space propagation conditions, the \( N \)-OPPM signals are denoted [24]

\[
\Psi_{n,l}(t) = \sum_{k=0}^{N_s-1} \sqrt{E_a} w(t - k f - \tau_n + l T_o)
\]

where \( t \) denotes time, \( n = 1, 2, \ldots, N, l = 0, 1, 2, \ldots, L - 1 \), \( N, L \) are both positive nonzero integers. The time-shift values \( \tau_1 = 0, \tau_2 \leq T, \ldots, \tau_{N-1} < \tau_N = (N-1)T_w \). \( f \equiv T_w + \tau_N \), and \( T_f \) is the frame repetition period. The \( w(t) \) is the UWB pulse used to construct the PPM signals and has duration \( T_w \) and average energy \( E_a \). In (1), we use the double index \((n, l)\) instead of a single index \( i = tN + n, i = 1, 2, \ldots, M \) to emphasize that the signals \( \Psi_{n,l}(t) \) with different values of \( l \) belong to different orthogonal subsets.

Under multipath conditions (e.g., a slowly varying indoor radio channel, where the transmitter is placed at a certain fixed location, and the receiver is placed at a variable location denoted \( u_o \)), the \( M \)-ary PPM signals containing the multipath effects can be denoted

\[
\Psi_{n,l}(u_o, t) = \sum_{k=0}^{N_s-1} \sqrt{E_a} w(u_o, t - k f - \tau_n + l T_o)
\]

where the “pulse” \( \sqrt{E_a} w(u_o, t) \) is a multipath spread version of \( \sqrt{E_a} w(t) \) received at position \( u_o \) with average duration \( T_w \gg T_w \) and “random” energy \( E_w(u_o) \equiv E_a\beta^2(u_o), \) where

\[
\beta^2(u_o) \equiv \int_{-\infty}^{\infty} [w(u_o, t)]^2 dt.
\]

\(^3\)The \( M \)-ary biorthogonal signals have the desirable property that they can achieve the same or better SER than orthogonal signals using receivers with half the complexity than orthogonal signals [21].

\(^4\)There are also \( N \)-OPPM signals that require only two correlators for any value of \( N \) [8].
The signals in (1) have duration $T_f = N_o T_f$, where $T_f > T_w + L T_o$, with pulse duration $T_w$. The signals in (2) have duration $T_o = N T_f$, where $T_f > T_n + L T_o$, with “pulse” duration $T_n$. We use the same $\tau_n$, $n = 1, 2, \ldots, N$, and $T_o = T_w + \tau_N$ for both the free-space and multipath cases. The condition on $T_f$ ensures that we can ignore interpulse and intersymbol interference.

Next, we define energy and correlation values for the multipath case in (2). For the free-space channel case in (1), we just drop the index $u_o$ and use $\beta^2(u_o) = 1$.

The signals $\Psi_{n,i}(u_o, t)$ in (2) have “random” energy

$$E\Psi(u_o) = \int_{-\infty}^{\infty} [\Psi_{n,i}(u_o, \xi)]^2 d\xi = E\Psi\beta^2(u_o)$$

where $E\Psi = N_o E_o$ is the average signal energy. The signals $\Psi_{n_1,i_1}(u_o, t)$ and $\Psi_{n_2,i_2}(u_o, t)$ have “random” normalized correlation values

$$\alpha(u_o) \triangleq \alpha_{n_1,n_2,i_1,i_2}(u_o)$$

$$= \int_{-\infty}^{\infty} \frac{\Psi_{n_1,i_1}(u_o, \xi) \Psi_{n_2,i_2}(u_o, \xi) d\xi}{E\Psi(u_o)}$$

Because “pulses” in different frames are nonoverlapping, the $N$-OPPM signals will have correlation matrix $\Gamma_{NO}(u_o) \triangleq [\alpha(u_o)]_{M \times M}$ with elements

$$\alpha(u_o) = \begin{cases} 
0, & \text{if } l_1 \neq l_2 \\
1, & \text{if } l_1 = l_2, n_1 = n_2 \\
\gamma(u_o, \tau_{n_2} - \tau_{n_1}), & \text{if } l_1 = l_2, n_1 \neq n_2 
\end{cases}$$

where

$$\gamma(u_o, \tau) \triangleq \frac{\int_{-\infty}^{\infty} \sqrt{E_o w(u_o, t)} \sqrt{E_o w(u_o, t - \tau)} dt}{\int_{-\infty}^{\infty} [\sqrt{E_o w(u_o, t)}]^2 dt}$$

is the normalized signal correlation function of $\sqrt{E_o w(u_o, t)}$, with $\gamma(u_o, \tau) > -1 \forall \tau$.

For the signals in (1), we define $\tau_{\text{min}}$ as the value of $\tau$ such that $\gamma(\tau)$ attains its minimum value $\gamma_{\text{min}}$, i.e., $\gamma_{\text{min}} \triangleq \gamma(\tau_{\text{min}})$.

For the signals in (2), we use the same $\tau_{\text{min}}$; hence, $\gamma_{\text{min}}(u_o) \triangleq \gamma(u_o, \tau_{\text{min}})$.

Using (1) with $N = 1$, $L = M$, we can define the $M$-ary OPPM signals having diagonal correlation matrix $\Gamma_{\text{OR}}$. Another way to define OPPM is by using $L = 1$, $N = M$ with time shifts $\tau_i = (n - 1) T_w$, $n = 1, 2, \ldots, N$.

### A. PSD of $M$-ary $N$-OPPM Signals

Using the time-averaged PSD defined in [25], the PSD of the ensemble of signals in (1) can be shown to be

$$\text{PSD}(f) = \frac{1}{T_s} \left\{ \sum_{l=1}^{M} P_l (1 - P_l) |F_{\Psi_l}(f)|^2 - 2 \sum_{l=1}^{M} \sum_{l' \neq l} \sum_{i=1}^{M} P_l P_{l'} R \{ F_{\Psi_l}(f) F_{\Psi_{l'}}(f) \} + \right.$$

$$\left. \frac{1}{T_s^2} \sum_{m=-\infty}^{\infty} \left| \sum_{i=1}^{M} P_i F_{\Psi_i} \left( \frac{m}{T_s} \right) \right|^2 \delta(f - \frac{m}{T_s}) \right\}$$

$$\Delta \frac{|F_w(f)|^2}{T_s} \left\{ \text{PSD}_c(f) + \text{PSD}_d(f) \sum_{m=-\infty}^{\infty} \frac{1}{T_s} \delta(f - \frac{m}{T_s}) \right\}$$

where

$$j \triangleq l_1 N + n_1, \quad j = 1, 2, \ldots, M$$

for $n_1 = 1, 2, \ldots, N$, $l_1 = 0, 1, 2, \ldots, L - 1$

$$i \triangleq l_2 N + n_2, \quad i = 1, 2, \ldots, M$$

for $n_2 = 1, 2, \ldots, N$, $l_2 = 0, 1, 2, \ldots, L - 1$

and where $f$ is the frequency in hertz, $[|F_w(f)|^2/T_s] \text{PSD}_c(f)$ is the magnitude of the continuous component of PSD($f$), $[|F_w(f)|^2/T_s^2] \text{PSD}_d(f)$ is the magnitude of the discrete component of PSD($f$), $\delta(f)$ is the Dirac delta function, $(\cdot)^*$ denotes the complex conjugate operator, $R\{\cdot\}$ denotes the real value operator, $P_l$ is the probability of signal $\Psi_l(t)$ being used, $F_{\Psi_l}(f) = F_w(f) F_l(f)$ is the Fourier transform of $\Psi_l(t)$, $F_w(f)$ is the Fourier transform of $w(t)$, and where

$$F_{i=1N+n}(f) = \exp[-j 2 \pi (\tau_i + LT_o) f] \times \sum_{k=0}^{N_i-1} \exp[-j k (2 \pi T_f) f]$$.  

Notice that for $P_l = 1/M$, we have

$$\sum_{i=1N+n} \exp[-j 2 \pi (\tau_i + lT_o) f]$$

$$= \frac{1}{M} \sum_{l=0}^{L-1} \exp[-j l T_o f] \sum_{n=1}^{N} \exp[-j (2 \pi \tau_n) f]$$.
Also, notice that [26]

$$\sum_{k=0}^{N_s-1} \exp[-jk(2\pi T_f)f]$$

$$= \exp[-jN_x/2(2\pi T_f)f] \sin [N_x(2\pi T_f)f/2] \sin [(2\pi T_f)f/2].$$  \hspace{1cm} (9)

Fig. 2 shows a plot of the magnitude of (9).

Using (6)–(9), we can write

$$\text{PSD}_d(f) = \frac{\sin [N_x(2\pi T_f)f/2]}{\sin [(2\pi T_f)f/2]^2} \times \left[ \frac{M-1}{M} - \frac{2}{M^2} \sum_{i=1}^{M} \sum_{j=l+1}^{M} \right]$$

$$\times \sum_{n=1}^{N} \exp[-j(2\pi \tau_n f)]^2.$$  \hspace{1cm} (10)

and

$$\text{PSD}_c(f) = \frac{\sin [N_x(2\pi T_f)f/2]}{\sin [(2\pi T_f)f/2]^2} \times \cos (2\pi (\tau_1 - \tau_2 + (l_1 - l_2)T_o) f).$$  \hspace{1cm} (11)

As expected, the final PSD in (6) is a function of the pulse shape (factor $|F_w(f)|$) and the $M$-ary PPM-modulation parameters [factors PSD$_c(f)$ and PSD$_d(f)$]. If, besides the PPM modulation, a time-hopping (TH) spread-spectrum modulation is introduced in $\Psi_i(t)$ in the same fashion as in [1] and [8], the effects will be to simultaneously spread and reduce the PSD level.\footnote{When the received is synchronized, introducing a TH modulation does not change the correlation properties in (4). When the pseudorandom TH sequence has periodicity $N_s$, then we can still use the PSD in (6) with a different $F_i(f)$ in (7) because in every symbol interval, we are transmitting with the same set of TH–PPM signals.}

Fig. 3 illustrates the models used to calculate SER and $C$.

IV. SYSTEM MODEL

A. System Model for the AWGN Channel

Fig. 3(a) shows this model. On the transmitter side, we consider an $M$-ary $N$-OPPM modulator with an input vector $\vec{U}$ and an output signal $\Psi_{TX}(t)$. The vector $\vec{U} = (u_1, u_2, \ldots, u_k)$ is the output of a $k$-bit source, where $M = 2^k$, with all $\vec{U}$ being equally likely.

Under free-space propagation conditions, the received signal $\Psi(t)$ is modeled as the derivative of the transmitted signal $\Psi_{TX}$ [1]\footnote{This model for the antenna system has been repeatedly used [1]–[5]. Most existing UWB antennas do not have the differentiation effect. Even for these antennas, the results in this paper can still be applied, since the analysis is based on the energy and correlation values of the received signals.} that is modified by amplitude $A_o$ and delay $\tau_o$ factors that depend on the transmitter–receiver separation distance $D$. In our analysis, we will assume $A_o = 1$ and $\tau_o = 0$. The $n(t)$ is AWGN with two-sided PSD $N_o/2$.

For the receiver, we consider time-shift-coherent communications. For decoding, we use the $M$-ary correlation receiver with perfect synchronization [21]. To detect the $M$ signals, we need to correlate the input signal with $M$ reference signals. Let $y(t)$ be the received signal that is composed of one of the signals in (1) plus AWGN. Each one of the receiver’s $M = NL$ channel correlation outputs can be written

$$d_{i=lN+n} = \int_{0}^{N_s T_f} y(t) \Psi_{n,l}(t) dt$$

$$= \sum_{k=0}^{N_s-1} \sum_{q=0}^{L-1} \delta_{q,l} z_n(k, q).$$
TABLE I
EXAMPLE WITH VALUES OF \( \bar{U} \) AND \( \Psi \) FOR \( k = 3, M = 8 = NL, N = 2, \) AND \( L = 4. \) THE INDEX \( i = l \cdot N + n \)

<table>
<thead>
<tr>
<th>((l, n, i))</th>
<th>( \bar{U} )</th>
<th>( \Psi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,1,1)</td>
<td>(0,0,0)</td>
<td>( \sqrt{E_{\psi}}(\psi^{(+)},\psi^{(-)},0,0,0,0,0,0) )</td>
</tr>
<tr>
<td>(0,2,2)</td>
<td>(0,0,1)</td>
<td>( \sqrt{E_{\psi}}(\psi^{(+)},\psi^{(-)},0,0,0,0,0,0) )</td>
</tr>
<tr>
<td>(1,1,3)</td>
<td>(0,1,0)</td>
<td>( \sqrt{E_{\psi}}(0,0,\psi^{(+)},\psi^{(-)},0,0,0,0) )</td>
</tr>
<tr>
<td>(1,2,4)</td>
<td>(0,1,1)</td>
<td>( \sqrt{E_{\psi}}(0,0,\psi^{(+)},\psi^{(-)},0,0,0,0) )</td>
</tr>
<tr>
<td>(2,1,5)</td>
<td>(1,0,0)</td>
<td>( \sqrt{E_{\psi}}(0,0,0,\psi^{(+)},\psi^{(-)},0,0,0) )</td>
</tr>
<tr>
<td>(2,2,6)</td>
<td>(1,0,1)</td>
<td>( \sqrt{E_{\psi}}(0,0,0,\psi^{(+)},\psi^{(-)},0,0,0) )</td>
</tr>
<tr>
<td>(3,1,7)</td>
<td>(1,1,0)</td>
<td>( \sqrt{E_{\psi}}(0,0,0,0,\psi^{(+)},\psi^{(-)},0,0) )</td>
</tr>
<tr>
<td>(3,2,8)</td>
<td>(1,1,1)</td>
<td>( \sqrt{E_{\psi}}(0,0,0,0,\psi^{(+)},\psi^{(-)},0,0) )</td>
</tr>
</tbody>
</table>

where

\[
z_n(k, q) \triangleq \int_{kT_f+(q+1)T_o}^{kT_f+qT_o} y(t)w(t-kT_f-\tau_n-qT_o)dt
\]

is the output of one of the \( N \) correlators operating simultaneously, and \( \delta_{n,\psi} \) is the Kronecker delta. From the expression for \( d_i \), it is clear that the receiver needs only \( N \) correlation and \( M = NL \) store and sum circuits. The \( d_i \) can be calculated while \( y(t) \) is received, and no symbol delay occurs.

B. System Model for the Multipath Channel

Fig. 3(b) shows this model. On the transmitter side, we have the same modulator and transmitted signals as in the AWGN case. Under multipath conditions, the received signal is \( \Psi(u_o, t) \). In our analysis, we consider the received signal as a whole random process, with no differentiation between the multipath components.

For the receiver, we consider again the time-shift-coherent communications. For decoding, we use a kind of Rake receiver [27] ideally matched to the received signals and perfectly synchronized with the transmitter.

C. Vector Model for Capacity Calculations

To simplify the notation, the vector model and the capacity calculation will correspond to the AWGN channel. To find the model and results for the multipath case, we just add an index \( u_o \) to each expression to denote that those quantities are conditioned to a certain location \( u_o \).

The vector model that will be used for capacity calculation is shown in Fig. 3(c). This model is valid for 2-OPPM, i.e., for \( N = 2 \) and \( M = 2L \), with \( \tau_1 = 0 \) and \( \tau_2 = \tau \), having \( M/2 \) orthogonal subsets with two signals in each subset, where

\[
\alpha = \begin{cases} 
0, & \text{if } l_1 \neq l_2 \\
1, & \text{if } l_1 = l_2, n_1 = n_2 \\
\gamma(\tau), & \text{if } l_1 = l_2, n_1 \neq n_2. 
\end{cases} \tag{12}
\]

We consider an \( M \)-ary 2-OPPM modulator with equally likely input \( \bar{U} \) and output \( \Psi \). The \( M \)-dimensional vector \( \Psi = \sqrt{E_{\psi}}(\psi_1, \psi_2, \ldots, \psi_M) \) represents one of the \( M \)-ary 2-OPPM signals \( \Psi_{n,l}(t) \). These communication vectors are the projections of the received signals with respect to an orthonormal basis whose elements are

\[
\Phi_{1l}(t) \triangleq \frac{\Psi_{1l}(t) + \Psi_{2l}(t)}{2\sqrt{E_{\psi}}} \quad \text{and} \quad \Phi_{2l}(t) \triangleq \frac{\Psi_{1l}(t) - \Psi_{2l}(t)}{2\sqrt{E_{\psi}}}
\]

where

\[
\psi^{(+)} \triangleq \sqrt{\frac{1 + \gamma(\tau)}{2}} \quad \text{and} \quad \psi^{(-)} \triangleq \sqrt{\frac{1 - \gamma(\tau)}{2}}.
\]

However, in the multipath case, the vector model is valid only for the case \( N = 2 \) with \( L = 1 \), i.e., \( M = 2 \) signals.\(^7\)

An example with vectors \( \bar{U} \) and \( \Psi \) for \( M = 8 \) is shown in Table I. The vector construction in Table I can be generalized for any valid \( L \). The reader can verify that the vectors \( \Psi_{n,l} \) in Table I all have energy \( E_{\psi} \), and that any pair of vectors \( \Psi_{n_1,l_1} \) and \( \Psi_{n_2,l_2} \) have normalized correlation values \( \alpha \) in (12).

The vector \( \Psi \) is sent through the AWGN channel in Fig. 3(c). The output of the channels is \( \bar{Y} = \bar{W} + \bar{V} \), where \( \bar{Y} = (y_1, y_2, \ldots, y_M) \), and \( \bar{W} = (w_1, w_2, \ldots, w_M) \) is a real AWGN noise vector with zero mean and variance \( \sigma^2 = N_o/2 \) in each dimension.\(^8\)

V. SIGNAL OPTIMIZATION

A. Previous Results for AWGN

The optimal signal-design problem (OSDP) for coherent communications in AWGN was previously studied in [28] and [29]. The work in [28] expresses the error probability \( P_e \)

\(^7\)In the presence of multipath, the signal orthogonality for different \( L \) is destroyed [30]. Hence, this vector model is appropriate to model the random variations of energy and correlation values for two signals.

\(^8\)Capacity is calculated at the output of the channel. The matched filters are included to illustrate how energy and correlation of received signals are calculated.
as a function of the SNR, the signal correlation matrix \( \Lambda = [\lambda_{n_1n_2}]_{N \times N} \), the number of signals in the \( N \)-ary set, and the dimensionality of the signal set \( D \). The work in [29] uses the union bound on error probability \( \text{UB}_{e} \), which is clearly a function of the signal correlation matrix, \( \Lambda \), \( N \), and \( D \).

The solution to the OSDP is to determine the optimum signal sets with the best \( \Lambda \) that minimizes \( P_e \) or \( \text{UB}_{e} \) for various \( N \) and \( D \), determining the independence or dependence of these optimal sets from the SNR. In the general case, the solution is to be found in a signal space conformed by:

1) \( N \) equal-energy equally probable signals;
2) No constraints on \( D \), other than \( D \leq N \);
3) No constraints on \( \Lambda \), other than it must be a valid correlation matrix, i.e., it must satisfy the following.
   a) \( \Lambda = \Lambda^\top \) (i.e., \( \Lambda \) is equal to its transpose).
   b) \( \text{XAX}^\top \geq 0 \), for all \( \text{X} \in \mathbb{R}^N \), where \( \mathbb{R} \) is the set of real numbers.
   c) \( \lambda_{n_1n_1} = 1, n_1 = 1, 2, \ldots, N \).
   d) \( -1 \leq \lambda_{n_1n_2} \leq 1, n_1 \neq n_2, n_1, n_2 = 1, 2, \ldots, N \).

In this paper, we use the linearly independent PPM signals (i.e., \( D = N \)) with the extra constraint \(-1 < \gamma_{\text{min}} \leq \lambda_{n_1n_2} = \gamma(\tau_2 - \tau_n) \leq 1 \), for \( n_1 \neq n_2, n_1, n_2 = 1, 2, \ldots, N \). Hence, previous work in OSDP is not restricted to a particular correlation function, whereas in this paper, the signal design is constrained to a given signal correlation function.

B. Previous Results for Multipath

The work in [30] formulates the signal design for binary PPM UWB communications taking into consideration the particular characteristics of UWB propagation in a dense multipath channel. Within the context of [30], signal design is the process to find information signals that have “good distance” properties and, therefore, provide good bit-error-rate performance [28]. In this signal design, the squared distance depends on a time-shift parameter \( \tau \). Hence, the BER also depends on \( \tau \). The results show that, in general, the UWB signal design that is best suited for the AWGN channel is different from the UWB signal design that is best suited for the multipath channel. In this paper, we do not optimize the \( N \)-OPPM signals in multipath channels.

C. \( N \)-OPPM Signal Optimization in AWGN

For UWB pulses, the \( \gamma(\tau) \) in (5) has negative values; hence, we can find negatively correlated signals by choosing the appropriate values of time shifts

\[
\Omega_N \overset{\Delta}{=} (\tau_1, \tau_2, \ldots, \tau_N).
\]

As we have seen, the negatively correlated signals reduce SER in AWGN channels [28], [29].

This paper describes the three \textit{ad hoc} signal-optimization criteria to reduce the SER. For this purpose, notice that we just need to find the \( N \) negatively correlated signals inside each of the \( L \)-orthogonal subsets. Also, notice that we can write

\[
\Gamma_{\text{NO}} = \begin{bmatrix}
\Lambda(\Omega_N) & 0 & \ldots & 0 \\
0 & \Lambda(\Omega_N) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \Lambda(\Omega_N)
\end{bmatrix}_{NL \times NL}
\]

where \( \Lambda(\Omega_N) \overset{\Delta}{=} [\lambda_{n_1n_2}]_{N \times N} \) is the correlation matrix of the \( N \) signals belonging to any of the \( L \) subsets, with

\[
\begin{align*}
\lambda_{n_1n_1} &= 1, \\
\gamma(\tau_{n_2} - \tau_{n_1}) &\begin{cases}
1, & n_1 = n_2 \\
\gamma(\tau_{n_2} - \tau_{n_1}), & n_1 \neq n_2
\end{cases},
\end{align*}
\]

\( n_1, n_2 = 1, 2, \ldots, N \).

Hence, the optimization problem is reduced from a set with \( M \) signals to a set with \( N \) signals. The three signal-optimization criteria are as follows.

1) Find the \( \Omega_N \) that minimizes the SER for shift-coherent communications in the presence of AWGN [28]

\[
P_e \left( \frac{E_a}{N_o}, \Lambda(\Omega_N) \right) = 1 - \frac{1}{N} \exp \left( \frac{1}{2} \frac{E_a}{N_o} \right) \Phi \left( \sqrt{\frac{E_a}{N_o}} \Lambda(\Omega_N) \right)
\]

where \( \Phi(\cdot) = \int_{-\infty}^{\cdot} \frac{1}{\sqrt{2\pi}} e^{-t^2/2} \, dt \) is the Gaussian tail integral.

2) Calculate the \( \Omega_N \) that minimizes the union bound on the SER

\[
\text{UB}_{e} \left( \frac{E_a}{N_o}, \Lambda(\Omega_N) \right) = \frac{1}{N} \sum_{n_1=1}^{N} \sum_{n_2=1}^{N} Q \left( \sqrt{\frac{E_a}{N_o}} (1 - \gamma(\tau_{n_2} - \tau_{n_1})) \right)
\]

where \( Q(\cdot) \) is the Gaussian tail integral.
3) Find \( \Omega_N \) that solves the optimization problem

\[
\min_{\text{all possible } \Omega_N} \max \left\{ \gamma(\tau_{12}), \gamma(\tau_{13}), \ldots, \gamma(\tau_{1N}), \gamma(\tau_{23}), \gamma(\tau_{24}), \ldots, \gamma(\tau_{2N}), \ldots, \gamma(\tau_{(N-2)(N-1)}), \gamma(\tau_{(N-2)N}), \gamma(\tau_{(N-1)N}) \right\}
\]

where \( \tau_{n1}, n2 \triangleq \tau_{n2} - \tau_{n1} \).

Notice that when \( N = 2 \) all criteria 1), 2), and 3) provide the same result \( \Omega_2 = (0, \tau_{\text{min}}) \), i.e.,

\[
\Lambda(\Omega_2) = \left[ \begin{array}{c} \gamma_{\text{min}} \\ \tau_{\text{min}} \\ 1 \end{array} \right]
\]

independent of the \( (E_o/N_o) \) value. When \( N > 2 \), different criteria may provide different \( \Omega_N \), and the best \( \Omega_N \) may depend on the SNR at which the communications’ link is operated [28].

VI. SER PERFORMANCE

A. Previous Work

Several authors have calculated the SER performance of UWB in the presence of multipath for both binary and \( M \)-ary signals, including OPPM, equally correlated PPM, and a hybrid PAM–PPM modulation scheme, using different types of receiver structures (see [7]–[15]).

B. Error Probability in AWGN

For any value of \( M \), the SER \( P_e(E_o/N_o, \Gamma_{\text{NO}}) \) of \( N \)-OPPM signals is bounded by

\[
UB_e \left( \frac{E_o}{N_o}, \Gamma_{\text{NO}} \right) = UB_e \left( \frac{E_o}{N_o}, \Lambda(\Omega_N) \right) + (M - N)Q \left( \sqrt{\frac{E_o}{N_o}} \right)
\]

For the particular case \( N = 2 \), we have \( L - 1 \) orthogonal tests and one “pseudoantipodal” test for determining the bound. Hence, the union bound for the symbol error probability is

\[
UB_e \left( \frac{E_o}{N_o}, \Gamma_{\text{NO}} \right) = Q \left( \sqrt{\frac{E_o}{N_o} (1 - \gamma_{\text{min}})} \right) + (2L - 2)Q \left( \sqrt{\frac{E_o}{N_o}} \right)
\]

To calculate the bit error probability (BER) for \( N = 2 \), we assume that complementary binary patterns representing the data symbols are encoded using a pair of signals consisting of the signal and the pseudoantipodal version of it. If the decoder decides correctly the orthogonal dimension but errors in the pseudoantipodal test, every bit of the word is incorrect. If the decoder decides the wrong orthogonal dimension, bit errors are equally distributed. Hence, the union bound for the BER can be approximated

\[
UB_b \left( \frac{E_o}{N_o}, \Gamma_{\text{NO}} \right) \approx Q \left( \sqrt{\frac{E_o}{N_o} (1 - \gamma_{\text{min}})} \right) + \frac{2L - 2}{2}Q \left( \sqrt{\frac{E_o}{N_o}} \right)
\]

C. Error Probability in Multipath

Performance is calculated by averaging the SER over the multipaths effects, i.e., by taking the expected value \( E_u \{ \cdot \} \) over all values of \( u_o \)

\[
UB_e \left( \frac{E_o}{N_o} \right) = E_u \left\{ UB_e \left( \frac{E_o\beta^2(u)}{N_o}, \Gamma_{\text{NO}}(u) \right) \right\}
\]

where \( (E_o/N_o) = E_u \{ (E_o\beta^2(u))/N_o \} \) is the average received symbol SNR. Calculation of \( UB_e(E_o/N_o) \) in (15) can be approximated by the sample mean value

\[
UB_e \left( \frac{E_o}{N_o} \right) \approx \frac{1}{u_s} \sum_{u_s=1}^{u_s} UB_e \left( \frac{E_o\beta^2(u_o)}{N_o}, \Gamma_{\text{NO}}(u_o) \right)
\]

computed using an ensemble of UWB pulse responses \( \{ w(u_o, t) \}, u_o = 1, 2, \ldots, u_s \). More details about this method of performance calculation can be found in [7].

VII. CHANNEL CAPACITY

A. Previous Work

Several authors have calculated the information theoretic channel capacity \( C \) for various binary and \( M \)-ary purely-PPM and hybrid-PPM signals in the presence of AWGN, multiple access interference, and multipath effects (see [12], [14], [15], and the list of references in [32]).

The work in [31] studied \( C \) for \( M \)-ary OPPM signals in AWGN in the context of optical communications. In this section we generalize the capacity calculations in [31] to analyze the case of UWB 2-OPPM signals. In the AWGN channel \( C \) depends solely on the SNR. In the multipath channel \( C(u_o) \) depends on the SNR \( (u_o) \), i.e., depends on both \( E_o(u_o) \) and \( \alpha(u_o) \), and the averaged capacity is obtained by taking the expected value \( \bar{C} \triangleq E_u \{ C(u) \} \) of \( C(u_o) \) over the multipath effects [32].

B. Capacity Calculation in AWGN

Next, we do the capacity calculation for the AWGN channel (please read again the comment on notation at the beginning of Section IV-C).
Consider the model in Fig. 3(c). Since $\Psi$ is an invertible function of $\overline{U}$, the observation of $\overline{Y}$ provides an average information $I(\overline{Y}; \Psi)$ bits of information about the input $\overline{U}$, where $I(\overline{Y}; \Psi)$ is the mutual information between $\overline{Y}$ and $\Psi$. The capacity on the channel is the maximum amount of information that can be transmitted reliably and is given by $C = \max_{p(\overline{Y})} I(\overline{Y}; \Psi)$, where $p(\overline{Y})$ is the probability distribution of $\overline{Y}$.

The channel capacity with input signals that are restricted to a discrete set of $M$ equally likely signals and continuous-valued outputs is given by

$$C = \frac{1}{M} \sum_{\Psi} \int \frac{p(\overline{Y} | \Psi) \log_2 \left( \frac{p(\overline{Y} | \Psi)}{\sum_{\Psi} p(\overline{Y} | \Psi)} \right) d\overline{Y}}{\Psi}$$

where $p(\overline{Y} | \Psi)$ is the pdf of $\overline{Y}$ conditioned on $\Psi$. For 2-OPPM signals, this expression can be found to be

$$C = \log_2(M) - \frac{1}{M} \sum_{l=0}^{(M/2)-1} \int p(\overline{Y} | \Psi_{1,l}) \log_2 \left( \frac{\sum_{i=1}^l \sum_{j=1}^{l+1} I_1}{\sum_{i=1}^l \sum_{j=1}^{l+1} I_2} \right) d\overline{Y}$$

$$= \log_2(M) - \frac{1}{M} \sum_{l=0}^{(M/2)-1} \mathbb{E}_{\overline{Y}, \Psi_{1,l}} \left\{ \log_2 \left( \sum_{i=1}^l \sum_{j=1}^{l+1} I_1 \right) \right\}$$

$$- \frac{1}{M} \sum_{l=0}^{(M/2)-1} \mathbb{E}_{\overline{Y}, \Psi_{2,l}} \left\{ \log_2 \left( \sum_{i=1}^l \sum_{j=1}^{l+1} I_2 \right) \right\}$$

$$\approx \log_2(M) - \frac{1}{M} \sum_{l=0}^{(M/2)-1} \mathbb{E}_{\overline{Y}, \Psi_{1,l}} \left\{ \log_2 \left( \sum_{i=1}^l \sum_{j=1}^{l+1} I_1 \right) \right\}$$

where $p(\overline{Y} | \Psi_{n,l})$ is the pdf of $\overline{Y}$ conditioned on $\Psi_{n,l}$, $\mathbb{E}_{\overline{Y}, \Psi_{1,l}} \{ \cdot \}$ is the expected value with respect to $\overline{Y}$ conditioned on $\Psi_{n,l}$, and

$$\sum_{i=1}^l \sum_{j=1}^{l+1} I_1 = \sum_{i=1}^l \sum_{j=1}^{l+1} I_2$$

To calculate the capacity in (17), we need to specify $p(\overline{Y} | \Psi_{n,l})$ for all $\Psi_{n,l}$. In our case, the $M$-dimensional vectors $\Psi_{n,l}$ have just two components different from zero, i.e., those components with index values $i = 2l + 1$ and $i = 2l + 2$ (see example in Table I). By defining $\xi_i \equiv y_i / \sigma$ and also defining the SNR by $\theta \equiv 2E_{\psi}/N_o$, we find that

$$p(\overline{Y} | \Psi_{n,a,l}) = \exp \left\{ \sqrt{\theta} \psi(+) \left[ +\xi_2l+1 - \xi_2l+1 \right] \right\}$$

$$+ \sqrt{\theta} \psi(-) \left( s_a \xi_2l+2 - s_b \xi_2l+2 \right)$$

where $s_a \equiv (-1)^{(n_s+1)}$ and $s_b \equiv (-1)^{(n_b+1)}$, where

$$\xi_2l+1, \xi_2l+1, \text{ each has pdf } N(\sqrt{\theta} \psi(+), 1)$$

$$\xi_2l+2, \xi_2l+2, \text{ each has pdf } N(\pm \sqrt{\theta} \psi(-), 1)$$

and $N(\cdot, \cdot)$ represents the normal distribution. Hence

$$\sum_{n_s,n_b} = \sum_{l=0}^{(M/2)-1} \exp \left\{ \sqrt{\theta} \psi(+) \left[ +\xi_2l+1 - \xi_2l+1 \right] \right\}$$

$$+ \sqrt{\theta} \psi(-) \left( (-1)^{(n_s+1)} \xi_2l+2 - (-1)^{(n_b+1)} \xi_2l+2 \right)$$

To calculate the capacity in (17), we need to calculate the $M$-dimensional expectations $\mathbb{E}_{\overline{Y}, \Psi_{n,l}} \{ \cdot \}$. To find a close form solution for these $M$-dimensional expectations is a difficult task. These expectations can be calculated using numerical methods. They also can be estimated via Monte Carlo simulation [31]. The method is to generate pseudorandom $M$-vectors $\overline{Y}$ according to the probability density $p(\overline{Y} | \Psi_{n,l})$. For each generated sample $\overline{Y}$, the function inside the logarithm is evaluated. Finally, the sample average of the logarithm is calculated.

Notice that by using $\tau = \tau_{\text{min}}$, then (17) is the capacity of 2-OPPM, and that if we use $\tau = T_w$, then (17) becomes the capacity of OPPM.

C. Averaged Channel Capacity for Multipath Case

To find $C(u_o)$, we add the index $u_o$ to (17), i.e., we use $\overline{Y}(u_o), \Psi_{n,l}(u_o), \psi(+)(u_o), \psi(-)(u_o), \sum_{n_s,n_b}(u_o), \xi(u_o)$, and $\theta(u_o)$. Clearly, the multipath effects change for different $u_o$ and, therefore, $E_{\psi}(u_o)$ and $\alpha(u_o)$ (and all the quantities in the previous list) change with $u_o$ [30], [32]. Hence, to calculate the average capacity $\overline{C}$, we need to calculate the expectation $E_{\overline{Y}, \Psi} \{ \cdot \}$. This expectation can also be estimated via Monte Carlo simulations using the sample mean value

$$\overline{C} \approx \frac{1}{u_o} \sum_{u_o} C(u_o)$$

computed using an ensemble of UWB pulse responses $\{w(u_o, t)\}, u_o = 1, 2, \ldots, u_o$.
VIII. SIGNAL DESIGN AND PSD

A. Signal Design for Gaussian Pulse

In this example, the UWB pulse is the second derivative of a Gaussian pulse

\[ w(t) = \left[ 1 - 4\pi \left( \frac{t}{\tau_n} \right)^2 \right] \exp\left( -2\pi \left( \frac{t}{\tau_n} \right)^2 \right) \]  

(19)

for \(-T_w/2 \leq t \leq T_w/2\), where \(\tau_n\) is a parameter that determines the pulse duration, with energy \(E_w = 3\tau_n/8\). The signal correlation function is

\[ \gamma(\tau) = \left[ 1 - 4\pi \left( \frac{\tau}{\tau_n} \right)^2 + \frac{4\pi^2}{3} \left( \frac{\tau}{\tau_n} \right)^4 \right] \times \exp\left( -\pi \left( \frac{\tau}{\tau_n} \right)^2 \right) \]

for \(-T_w \leq \tau \leq T_w\), with \(\gamma_{\min} \approx -0.6181\) for any value of \(\tau_n\). The value of \(\tau_{\min}\) depends on \(T_w\) (i.e., depends on \(\tau_n\)). When \(\tau_n = 0.7531\) ns, we get a pulse duration \(T_w \approx 2.0\) ns and \(\tau_{\min} \approx 0.4068\) ns. In this case, the spectrum of \(w(t)\) is centered at 1.1 GHz, with a 3-dB bandwidth of about 1.2 GHz, easily satisfying the traditional definition of UWB signal stating that the 10-dB bandwidth of the signal should be at least 20% of its center frequency [33]. The optimization criterion 2) was applied using a computer program with a simplex search method [34]. Table II shows the results for \(N = 4\).

B. Signal PSD for Gaussian Pulse

Using the pulse in (19) to calculate \(F_w(f)\) in (6) gives

\[ |F_w(f)| = \sqrt{2\tau_n} \left( \frac{\pi(f\tau_n^2/2)^2}{2} \right) \times \exp\left( -\pi(f\tau_n^2/2) \right) \]

with a maximum at \(f_m = 1/\tau_n \sqrt{2\pi}\). Fig. 4 shows PSD calculations using (6) for \(P_s = 1/M, M = 8, N = 2, L = M/N = 4\), \(T_o = T_w + \tau_{\min} = 2.4086\) ns, \(T_f = 12\) ns, and \(N_e = 11\). Fig. 4 also shows the effect of the TH code on the PSD for one particular TH-code realization.

C. Signal Design for Gated Sine Wave

The UWB pulse considered in this example is based on a gated sine wave

\[ w(t) = \sin\left( 2\pi \frac{Q}{T_w} t \right) \]  

(20)

for \(-T_w/2 \leq t \leq T_w/2\), where \(Q\) is a positive integer, with energy \(E_w = (T_w/2)\). The signal correlation function is

\[ \gamma(\tau) = \frac{1}{E_w} \frac{T_w - |\tau|}{T_w} \cos\left( 2\pi \frac{Q}{T_w} \tau \right) \]

for \(-T_w \leq \tau \leq T_w\), with \(\gamma_{\min} \approx -0.9501\) for \(Q = 10\) and any value of \(T_w\). The value of \(\tau_{\min}\) depends on both \(Q\) and \(T_w\). When \(T_w = 2.0\) ns and \(Q = 10\), we have \(\tau_{\min} \approx 0.0995\) ns. In this case, the spectrum of \(w(t)\) is centered at \(Q/T_w = 5\) GHz, with a 3-dB bandwidth of about 500 MHz, easily satisfying the new definition of UWB signal stating that the 10-dB bandwidth of the signal should be at least 500 MHz [33]. The optimization criterion 3) was calculated using a computer program. Table III shows the results for \(N = 3\).

D. Signal PSD for Gated Sine Wave

Using the pulse in (20) to calculate \(F_w(f)\) in (6) gives

\[ |F_w(f)| = T_w \sin\left( \pi T_w \left( f - \frac{Q}{T_w} \right) \right) \]

with a maximum at \(f_m = Q/T_w\). Fig. 5 shows PSD calculations using (6) for \(P_s = 1/M, M = 6, N = 2, L = M/N = 3\), \(T_o = T_w + \tau_{\min} = 2.0995\) ns, \(T_f = 12\) ns and \(N_e = 11\). Fig. 5 also shows the effect of the TH code on the PSD for one particular TH-code realization.

IX. SER EXAMPLE

A. SER in AWGN for Gaussian Pulse

Performance for different values \((E_s/N_o)\) is calculated utilizing the optimized time shift \(\Omega_{\gamma}\) corresponding to that \((E_s/N_o)\) value (see Table II). Fig. 6(a) shows \(\text{UB}_s(E_s/N_o, \Gamma_{\text{NO}})\) and \(\text{UB}_s(E_s/N_o, \Gamma_{\text{OR}})\) in (14) for different \(N, L\), and \(M\).

B. SER in Multipath for Gaussian Pulse

To characterize the multipath channel in this case, we use an ensemble formed with experimental channel pulse responses \(w(u_o, t)\) measured in different rooms of an office building.12 A total of \(u_s = 294\) channel pulse responses \(w(u_o, t)\) are used (49 for each different room, a total of six rooms). The measured \(w(u_o, t)\) has \(T_a \approx 300\) ns. By selecting \(T_f = 500\) ns, we make sure that \(T_f > T_a + L T_o\).13 The set of \(u_o\) values used to compute an equal number of \(E_s(u_o, \alpha^2(u_o), \Gamma_{\text{NO}}(u_o))\) and \(\Gamma_{\text{OR}}(u_o)\) using the method described in [7].

Fig. 6(b) shows the averaged SER \(E_s\{\text{UB}_s(\bar{E}_s, \beta^2(u)/N_o, \Gamma_{\text{NO}}(u)))\}\) and \(E_s\{\text{UB}_s(\bar{E}_s, \beta^2(u)/N_o, \Gamma_{\text{OR}}(u)))\}\) in (16) for different \(N, L\), and \(M\). For every value of \((E_s/N_o)\), the same \(\Omega_N\) value corresponding to \((\bar{E}_s/N_o) = 12\) dB in Table II is used.

C. SER in AWGN for Gated Sine Wave

Performance in AWGN is calculated with the optimized time shift \(\Omega_{\gamma}\) (see Table III). Fig. 7(a) shows \(\text{UB}_s(E_s/N_o, \Gamma_{\text{NO}})\), and \(\text{UB}_s(E_s/N_o, \Gamma_{\text{OR}})\) in (14) for different \(N, L\), and \(M\).

D. SER in Multipath for Gated Sine Wave

To characterize the multipath channel in this case, we use an autoregressive channel model [35], [36] to form an ensemble

12These UWB pulses are taken from the Time Domain Corporation Indoor Channel Database, which is available at USC’s ULTRA-LAB WEB site at http://click.usc.edu/New-Site/database.html.

13For consistency, we use the same \(T_f\) in both Gaussian and multipath channels and for both pulse shapes considered here.
of modeled channel pulse responses $w(u_o, t)$ characterizing different rooms in a variety of houses. We consider line-of-sight (LOS) scenarios with $D = 3$, 6, and 9 m and non-LOS (NLOS) scenarios with $D = 1$, 2, and 3 m (results are averaged over the different values of $D$).

A total of $u_o = 294$ channel pulse responses $w(u_o, t)$ are used (49 per each distance value). The simulated $w(u_o, t)$ has $T_o \simeq 160$ ns. The set of $u_o$ pulse responses is used to calculate an equal number of random values $E_{\Psi}(u_o), \alpha^2(u_o), \Gamma_{NO}(u_o), \Gamma_{OR}(u_o)$ using the method described in [37].

Fig. 7(b) shows the averaged SER $E_{u_o}(UB_e(E_{\Psi}/N_o, \alpha^2(u_o), \Gamma_{NO}(u_o)))$ and $E_{u_o}(UB_e(E_{\Psi}/N_o, \Gamma_{OR}(u_o)))$ in (16) for different $N$, $L$, and $M$. For every value of $(E_{\Psi}/N_o)$, the same optimized $\Omega_N$ value is used.
Fig. 6. SER for N-OPPM versus OPPM, for $M = 2, 4, 8; N = 2, 4; L = 1, 2, 4$. (a) AWGN channel. (b) Multipath channel (Time Domain database). The UWB pulse is the second derivative of a Gaussian pulse in (19).

E. Summary of SER Results

Table IV summarizes the SER results for different values of $M$.

X. CAPACITY CALCULATION EXAMPLE

A. Results in AWGN

The capacity $C$ is calculated using (17) and Monte Carlo simulation. Fig. 8 shows $C$ versus $E_b/N_o \triangleq (2E_{\Psi}/N_o)/2C$ for Gaussian and gated sine wave UWB pulses, using $M = 2, 4, 8$.

B. Results in Multipath

For capacity in multipath channels, the set of $u_*$ random values is used to compute (18) by Monte Carlo simulation. Fig. 9 show $C$ versus $E_b/N_o \triangleq (2E_{\Psi}/N_o)/2C$ for the gated sine wave pulse, using $M = 2$ for both AWGN and multipath channels.

C. Summary of Capacity Results

Table V summarizes the $C$ results for different values of $M$.

TABLE IV

<table>
<thead>
<tr>
<th>$M$</th>
<th>SNR gain (dB)</th>
<th>SNR gain (dB)</th>
<th>SNR gain (dB)</th>
<th>SNR gain (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gaussian pulse</td>
<td>Gaussian pulse</td>
<td>Sine pulse $Q = 10$</td>
<td>Sine pulse $Q = 10$</td>
</tr>
<tr>
<td>2</td>
<td>2.09</td>
<td>1.30</td>
<td>2.90</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>1.31</td>
<td>1.78</td>
</tr>
<tr>
<td>4</td>
<td>0.25</td>
<td>0.0</td>
<td>0.16</td>
<td>0.24</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>0.05</td>
<td>-0.2</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

TABLE V

<table>
<thead>
<tr>
<th>$M$</th>
<th>$C$ (AWGN)</th>
<th>$C$ (Multipath)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>-0.2</td>
<td>-</td>
</tr>
</tbody>
</table>
The $M$-ary PPM signals are linearly independent and have $N$-orthogonal correlation properties. The number $N$ of signals that is negatively correlated reaches a limit as $N$ grows. Since signals are either orthogonal or negatively correlated, they require coherent detection.

The $N$-OPPM signals can accommodate a larger value of $M$ than OPPM signals for constant frame size and pulsewidth, allowing to increase the symbol transmission rate or the use of error correcting codes. However, the $M$-ary receiver requires $N$ correlators for $N$-OPPM signals, while OPPM signals require 1 correlator.

We calculated the PSD of $N$-OPPM as a function of both the $M$-ary PPM time-shift pattern and the shape of the UWB pulse. Results shows that the PPM time-shift pattern can be manipulated to shape the PSD and decrease the level of the discrete components. However, this PPM manipulation changes the $N$-OPPM correlation properties and can impact the performance of the signal set.

We studied the time-shift-coherent communications using a kind of Rake receiver that is perfectly matched to the received signals and perfectly synchronized with the transmitter. We analyzed both the SER and $C$ of $N$-OPPM for a single-link UWB communications over both AWGN and multipath channels. For multipath we took into account random variations in both energy and correlation values.

The numerical results confirm that for low values of $M$, the $N$-OPPM has lower SER and higher $C$ than OPPM for the same SNR, and that for larger values of $M$, it achieves similar SER and $C$. Hence, for low $M$, the $N$-OPPM signals have an SNR advantage over the OPPM signals in the sense that they achieve $C$ and SER at lower SNR. In the $N$-OPPM case, the SNR advantage decreases as $M$ increases because more signals that are pair-wise orthogonal are added to the $N$-OPPM signal set. With different pulse shapes, we can get different SNR advantages, and we can also have different sensitivity to synchronization errors.

For a given set of correlation values, the SNR advantage in AWGN is maintained from low SNR to high SNR values. This is expected, since the negative correlation values translate to better signal distance properties, which can be viewed as an SNR enhancement in AWGN. This is not the case in multipath channels because fading affects more the low SNR region of the curve with higher slope.

The fading margin is the increase in signal power required to preserve performance on fading versus nonfading conditions (notice that fading margin in the UWB AR model is much larger than in the time domain UWB pulse database). From the results, we can see that SER has bigger fading margin than $C$. This can be explained considering that $C$ is the expected value of the logarithm of a function of the SNR; hence, the $C$ has a smoother variation with respect to SNR than the SER.

We emphasize that the motivation of this paper is not just the SNR gain but the tradeoff between transmission rate, signal performance, and receiver complexity.

The performance results for the AWGN channel are generic since the pulse duration $T_w$ was not involved in the derivation. These results are also independent of $N_e$. 

---

### XI. Discussion and Conclusion

This paper presents a multidimensional spherical signal design for $M$-ary UWB communications using PPM. The pulse positions are numerically optimized to get signals with favorable correlation properties. Three optimality criteria for the pulse positions are presented for the AWGN channel (in this paper, we do not optimize in multipath channels).

### TABLE V

**Approximate SNR Advantage of 2-OPPM Signals Over OPPM Signals to Achieve 90% of the Capacity, Calculated for Different $M$ Using Both UWB Pulses**

<table>
<thead>
<tr>
<th>$M$</th>
<th>SNR Gain (AWGN)</th>
<th>SNR Gain (AWGN)</th>
<th>SNR Gain (Multipath)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.1</td>
<td>2.7</td>
<td>2.5</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>0.5</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>0.1</td>
<td>0.1</td>
<td>-</td>
</tr>
</tbody>
</table>
The performance results in the presence of multipath took into account the UWB multipath resolution capability, considering the statistical properties of both the random variations of the energy and correlation values. By assuming that the frame period \( T_f \) is large enough, both interpulse and inter-symbol interference can be neglected, and the results become independent of the value of \( N_t \). In this case, the Rake receiver is matched to the individual received “pulse.” If we allow interpulse interference (or if the channel is not slowly varying), then we can still use the simplified analysis, but the receiver would need to be matched to the whole received signal, and ISI could be neglected if we use a large number of “pulses” per symbol.

For performance results in a multiple-user environment, the use of \( M \)-ary signals allows to reduce the required transmitter power maintaining the number of users, the data transmission rate, and the multiple access performance. The bit energy \( E_b \) to achieve SER at a certain distance is limited by the symbol rate \( R_s \), and the average power in PSD. To decrease SER using \( M \)-ary modulation, we need to maintain \( E_b/N_0 \), as \( M \) grows by either increasing the signal power or reducing \( R_s \). Due to PSD limitations, the second approach is preferred, since using a smaller \( R_s \) increases the processing gain.

For future work, capacity results in the presence of multiple-user interference will need to take into account both the processing gain capability of UWB (which is a function of \( T_s = N_t T_f + T_w \) and the pdf of the UWB interference.
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