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Abstract
This article introduces a novel approach for sentiment analysis — the clustering-based sentiment analysis approach. By applying a TF-IDF weighting method, a voting mechanism and importing term scores, an acceptable and stable clustering result can be obtained. The methodology has competitive advantages over the two existing types of approaches: symbolic techniques and supervised learning methods. It is a well-performed, efficient and non-human participating approach to solving sentiment analysis problems.
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1. Introduction
The world wide web contains a huge number of documents which express opinions, containing comments, feedback, critiques, reviews and blogs, etc. These documents provide valuable information which can help people with their decision-making. For example, product reviews can help enterprises promote their products; comments on a policy can help politicians clarify their political strategy; event critiques can help the involved parties reflect on their activities, etc. However, the number of these types of documents is huge, so it is impossible for humans to read and analyse all of them. Thus, automatically analysing opinions expressed on various web platforms is increasingly important for effective decision-making [1]. The task of developing such a technique is sentiment analysis or opinion mining. It refers to a broad area of natural language processing, computational linguistics and text mining.

This task is challenging and needs to use symbolic statistical methods, because online reviews are often unstructured, subjective and difficult to digest in a short timeframe [2]. People express their opinions in different ways, and analysing the sentiment in a sentence is difficult using certain statistical approaches. On the other hand, sentiment analysis is very domain-specific when applying supervised learning classification. Many domains lack large amounts of labelled data for fully supervised learning approaches [3]. As a result, when transferred to a new domain without any labelled examples, a sentiment classifier often performs extremely badly [4].

In this article, we propose clustering-based sentiment analysis, which is a novel approach to sentiment analysis. This approach overcomes several drawbacks of currently existing methods (Section 2) relating to aspects of accuracy, effectiveness, human participation and domain transferability. Experiments of the approach are conducted in Section 4. Along with the experiments, numbers of technical challenges are exposed step-by-step. Three techniques for solving these problems — ‘TF-IDF weighting’, ‘voting mechanism’ and ‘enhancement by hybrid with scoring method’ — are, therefore, defined.
2. Related work

2.1. Further definition of sentiment analysis

The task of sentiment analysis aims to predict the sentiment orientation (i.e. positive, negative or neutral) by analysing sentiment or opinion words and expressions in sentences and documents [5]. Consequently, it determines the attitude of a comment writer with respect to a particular topic. The attitude may be their judgement or evaluation, their affective state or the intended emotional communication.

There are two research directions in the area. The first is to classify a large number of opinions into bipolar orientations (positive or negative) [2]. This work was earlier pioneered by Pang et al. [6] and Turney et al. [7]. Another research direction is subjectivity/objectivity identification. This direction is commonly defined as classifying a given text into one of two classes: objective or subjective [8].

These two research directions can mutually influence each other, as in positive/negative polarity classification, filtering out the objective sentence seems be helpful [9]. Inversely, opinion-expressing words or phrases can be an indication of a subjective sentence [10]. The development of these two directions will help people to extract more valuable information from online opinion-expressing texts.

The research which will be introduced in this article commits to the direction of positive/negative polarity classification. The research can be developed at the word, phrase, sentence and document level. Our approach is suitable for document-level analysis.

2.2. Current approaches

As mentioned previously, there are two main academic streams on conducting sentiment analysis: symbolic techniques and supervised machine learning (classification) approaches [11].

Both symbolic techniques and supervised machine learning approaches require the step of pre-converting the raw documents into text vectors. Consequently, a collection of \( n \) documents with \( m \) unique terms can construct an \( m \times n \) term-document matrix [12]. This matrix is actually an application of the classic vector space model [13], which was first developed for automatic indexing.

2.2.1. Symbolic techniques. The basic idea of sentiment analysis based on symbolic techniques is to assign each term (feature) a sentiment score. The score is a measurement of the direction and intensity of the term on a scale of positive or negative. Once the score for every term is obtained, the score for the whole document can be calculated by applying aggregation functions. Usually, the function is an average or sum. Clearly, the core step of these kinds of techniques is the way to score terms.

Score by human subjects. The research of Cesarano et al. introduced the simplest scoring method [14], which is to ask a number of human subjects to give scores on opinion-expressing documents. Then, a pseudo-expected-value word scoring strategy, inspired by the concept of expected values in statistics [15], for example, is applied to establish the scored word bank. Another strategy, called pseudo-standard-deviation adjective scoring, was introduced in the same publication. It is believed there are several other strategies to obtain the scored word bank.

However, as all these functions are based on human intuition, they are not sufficiently reliable because of the influence of human subjects’ educational and cultural backgrounds. Furthermore, systems that largely rely on human intervention are costly and therefore not suitable for processing a large volume of data.

Score by WordNet. WordNet is a lexical database for the English language [16]. It groups English words into sets of synonyms called synsets; it provides short, general definitions, and records the various semantic relations between the synonym sets. It was created and developed by Princeton University in 1985. It aims to create a combined dictionary and thesaurus that is more intuitively usable and which also supports text analysis and artificial intelligence applications.

The method of scoring words by WordNet was invented by Kamps and Marx [17]. Their work focuses on scoring adjectives only. As WordNet defines the relationship between synonyms, the similarity or distance between two words can be measured. The distance measure was defined using elementary notions from graph theory [18]. All adjectives in the WordNet database were collected, and can be incorporated into a graph. The nodes in the graph are words, and the edges express the synonym relationship. The distance \( d(w_i, w_j) \) between two words \( w_i \) and \( w_j \) is the length of the shortest path between \( w_i \) and \( w_j \). If there is no path between them, the distance is infinite.

For the purpose of scoring adjectives, bipolar words ‘good’ and ‘bad’ were selected as the reference words to express positive and negative directions. Therefore, for each adjective \( w \), the distances \( d(w, \text{good}) \) and \( d(w, \text{bad}) \) can be
measured. It is believed that adjectives with a shorter distance to *good* are more positive and those which are closer to *bad* are more negative. An expression was given to formally define the score of word \( w \):

\[
EVA(w) = \frac{d(w, \text{bad}) - d(w, \text{good})}{d(\text{good}, \text{bad})}
\]

Therefore, word \( w \) can obtain a score value in the interval \([-1, 1]\), where \(-1\) expresses the ‘bad’ side and \(1\) expresses the ‘good’ side of the lexicon.

Similarly, the method can also be applied to measure adjectives on the dimensions of potency and activity by setting reference words as ‘weak’, ‘strong’, ‘positive’ or ‘active’.

The accuracy of the author’s experiment is around 70%. This research did not further apply aggregation functions to scoring documents.

**Score by web search.** The strategy of web search based scoring was introduced by Turney [7]. This strategy also requires distance measurement between words. To define the synonym relationship of words in the web document, Turney discovered and developed an approach to measure the similarity of words [19].

The approach was called Pointwise Mutual Information – Information Retrieval (PMI-IR). It works on the assumption that terms which co-occurred frequently tend to have a similar meaning. The Pointwise Mutual Information score between two words can be expressed as:

\[
PMI(w_1, w_2) = \log_2 \left( \frac{p(w_1, w_2)}{p(w_1)p(w_2)} \right)
\]

where \( w_1 \) and \( w_2 \) are two words; \( p(w_i) \) is the probability of the occurrence of \( w_i \) (\( i = 1, 2 \)) and \( p(w_1, w_2) \) is the probability that \( w_1 \) and \( w_2 \) co-occur. In real applications, the probability of terms is calculated by counting the hits (the number of documents retrieved) by the AltaVista Advanced Search Engine.

Similar to the last approach, two reference words ‘excellent’ and ‘poor’ were chosen. That is, the score of each term can be calculated by:

\[
\text{Score}(\text{term}) = \frac{PMI(\text{term}, \text{‘excellent’})}{PMI(\text{term}, \text{‘poor’})}
\]

Turney conducted the experiments on recognizing document sentiment with the help of term scores. The accuracy rate for four different topics was 84% (automobiles), 80% (banks), 65.83% (movies) and 70.53% (travel destinations). It should be pointed out that the experiment data is unbalanced distributed data. Some 59% of documents are positive, which means that always guessing the major class would yield an accuracy of \( \geq 59\% \). It is predictable that the accuracy rate will decrease when adopting this method in a balanced data set.

**2.2.2. Supervised machine learning approach.** The best-known research using supervised machine learning on sentiment analysis was systematically conducted by Pang et al. In 2002, they introduced basic sentiment classification approaches on movie reviews [7] and presented a method for extracting objective sentences to improve the previous experiments in 2004 [9]. Then, in 2005, they undertook the work of assigning the sentiment value to documents using a three-point or four-point scale [20].

The experimental data consisted of 700 positive-sentiment and 700 negative-sentiment movie reviews. A negation processing technique [21] was firstly adopted on these documents to eliminate the confusions brought by negation of words.

Three classifiers were adopted to conduct the classification work: Naïve Bayes classification (NB), maximum entropy classification (ME) and the support vector machine (SVM). These classifiers have been validated to be effective in other text categorization studies, and all need pre-tagged training data.

For each algorithm, training results were tested by undertaking cross-validation. Different features were selected to process the experiment, including unigrams, bigrams and adjectives, etc. The accuracy level of these was around 80%, with the highest being 82.9% (unigrams’ presence by SVM) and the lowest 72.8% (unigrams’ frequency by SVM). The adjective data are also worth mentioning, although their accuracy rate is around 77%, which is comparatively low; it could be more efficient with low feature numbers (2633 features).
3. The clustering-based sentiment analysis approach

After examining the two previously mentioned approaches, we believe that there is room for improvement in both. A more effective solution to this issue needs to be created. The clustering-based approach is therefore defined in this section.

3.1. Drawbacks of current techniques

The symbolic techniques completely rely on the score of terms to generate the class of documents. The method of integrating the term’s score seems too simple (average or sum), and experimental results show that it obtained relatively low accuracy rates.

On the other hand, although supervised learning approaches obtain good results, they are very costly. The large amount of training data needs to be pre-defined by classes manually. By simulating the training process previously discussed, we find the process is extremely time-consuming. Additionally, the supervised learning approach is highly dependent on the domain of training data. In other words, it lacks generality [2].

This, therefore, motivates us to find a new method which is capable of overcoming the drawbacks of the existing techniques. The new method should satisfy the following requirements:

- It performs well in terms of accuracy and stability.
- It does not require much human participation.
- It needs to be efficient and widely applicable.

3.2. Feasibility analysis of the clustering-based approach

The process of clustering aims to discover natural groupings, and thus presents an overview of the classes in a collection of documents [22]. The most widely used algorithm is basic $k$-means [23]. The algorithm can simply be expressed by the following pseudo code:

Select $k$ points as the initial centroids.
repeat
Form $k$ clusters by assigning all points to the closest centroid.
Recompute the centroid of each cluster.
until The centroids don’t change

The algorithm does not need to pre-know the class of a document and does not need a training process. This means that it is free from human participation.

Based on the requirements mentioned in Section 3.1, clustering-related techniques are a possible solution to the sentiment analysis task. Actually, clustering-related techniques have already been used in similar studies by Hatzivassiloglou and McKeown [24], but they were only able to determine the semantic orientation of adjectives. As far as we know, no research applies clustering-related techniques to solving sentiment analysis at a document level. Possible reasons for this gap can be:

1. Clustering-related techniques cannot generate a model such as one trained in classification, which can be used to predicate the class of any new documents.
2. Clustering groups documents into two parts, but does not indicate which is positive and which is negative.
3. The accuracy can sometimes be relatively low.
4. Clustering results are unstable due to the random selection of centroids in $k$-means.

For the first reason, the concern is unnecessary, because in real applications it is meaningless to predicate a particular document’s class, but the proportions of the class distribution are significant. If the document set is updated by adding more new documents, it is not a difficult task to cluster the whole document set again.

Thus, if the last three challenges can be resolved by experiments, we can regard a clustering-based approach as a feasible approach.
3.3. Overview of the clustering-based sentiment analysis approach

This approach is built based on the basic $k$-mean clustering algorithm. Documents are primarily clustered into two clusters which are expected to be a positive group and a negative group. The result is predictably poor in terms of accuracy and stability. In response, we have designed three strategies to solve these problems.

The technique of TF-IDF (term frequency – inverse document frequency) weighting [22] is firstly applied to the raw data to improve accuracy. Then, a voting mechanism will be used to extract a more stable clustering result. The result is obtained based on multiple implementations of the clustering process. Finally, the term score which was mentioned in the introduction to symbolic techniques will be imported to further enhance the clustering result.

The specifications of these strategies and a method of indicating the cluster meaning will be introduced, together with the experiments in the next section.

4. Experiments and analysis

In this section, the experiments to realize the clustering-based sentiment analysis ideas will be described. The final result and the sub-results will also be given to demonstrate the usefulness of each strategy.

4.1. Experimental data

We use the movie review data from Pang et al.’s [6] experiments. It is widely believed that sentiment analysis on movie reviews is more difficult than analysis on other domains [2, 5, 7]. This is because positive movie reviews often mention some unpleasant scenes and negative reviews often mention pleasant scenes. This can be verified by Turney’s experimental outcomes (the accuracy rate of movie reviews is the lowest among all domains) which were presented at the end of Section 2.2.1.

This document set consists of 1000 positive and 1000 negative movie reviews. These review documents are pre-tagged based on their sentiment classes. For the same reason mentioned by Pang et al., which is to avoid slowness, we also did not put the whole data set into the experiment as a one-off step. Rather, we randomly chose 300 positive and 300 negative documents to construct a balanced distributed, experimental data set size of 600.

Multiple sets of experiments were conducted with different data sets, each with a size of 600 with a distribution of 300 positive/300 negative. No significant difference was found between these experiments. Therefore, it is believed that the experimental result will not be highly affected by different selections of documents.

4.2. Pre-processing and preliminary test

Directly using the documents set to conduct experiments will obtain a matrix with over 10,000 dimensions. It is inefficient to work in such a high dimensional vector space. Numbers of pre-processes were conducted for the purpose of dimension reduction.

Firstly, the work of stemming was done by applying Porter’s algorithm [25]. It contributes to the task of dimension reduction, but only slightly.

As shown by Benamara et al. [26], adjectives and adverbs are good sentiment instructors. Thus, we attempted to extract adjectives and adverbs from documents. A part-of-speech tagger developed by Stanford University was used to tag the documents [27]. Words which were not tagged as being either an adjective or adverb were eliminated. Up to this step, only 6040 adjective and adverb terms remained for all these documents.

Next, we converted them into a vector space with 6040 dimensions in both frequency (counting the number of each feature in each document) and presence (only recording whether a feature is present in a document or not) forms. Before the clustering process, we validate these data by using SVM in the first place, obtaining 75.8% accuracy for frequency of data and 75% for presence of data. This accuracy rate is quite close to Pang’s experimental result (75.1% accuracy by adjective in SVM). This indicates that our experiment data mode is essentially similar to Pang’s data mode.

The clustering experiments were carried out with the same frequency and presence data. The class tags for each document were moved at first, because they are unnecessary in the $k$-means algorithm. We then applied the $k$-means algorithm with the MatLab ToolBox to cluster the documents into two groups.

In this research, the distance between documents is measured by cosine distance. This is usually used to measure the similarity of the two vectors by measuring the cosine of the angle between them. For our research, this distance measurement method is helpful in eliminating the effect of different document lengths.
Let $A = (a_1, a_2, ..., a_n)$ and $B = (b_1, b_2, ..., b_n)$ be two $n$-ary vectors and let $\theta$ be the angle between $A$ and $B$. The cosine distance can easily be derived by using the Euclidean Dot Product formula:

$$A \cdot B = ||A|| \cdot ||B|| \cos \theta$$

(4)

Then the cosine similarity can be further represented by:

$$\cos(\theta) = \frac{A \cdot B}{||A|| \cdot ||B||} = \frac{\sum_{i=1}^{n} a_i \times b_i}{\sqrt{\sum_{i=1}^{n} (a_i)^2} \times \sqrt{\sum_{i=1}^{n} (b_i)^2}}$$

(5)

The 600 documents were divided into two groups: group 1 and group 2. However, we did not know which group was positive and which was negative. Fortunately, we knew the actual class of each document, and therefore a confusion matrix could be constructed as shown in Table 1, where $a$, $b$, $c$ and $d$ are the number of documents in each cell. Thus, if $(a + d) > (b + c)$, group 1 will be regarded as the positive group, otherwise group 2 will be regarded as the positive group. Consequently, the accuracy can be calculated as

$$\text{Accuracy} = \begin{cases} \frac{a + d}{a + b + c + d} & \text{if} \quad (a + d) \geq (b + c) \\ \frac{b + c}{a + b + c + d} & \text{if} \quad (a + d) < (b + c) \end{cases}$$

(6)

Certainly, in the real application, the actual class of document is unknown, and the method of solving this problem will be detailed later. Throughout the remainder of this article, this is the method we use to judge the meaning of the clustered group and calculate the accuracy value.

As mentioned, the clustering results could be unstable. The accuracy rates which are obtained by any two clustering processes could be different. Therefore, it is necessary to set a larger sampling rate to evaluate the performance of the clustering analysis method. In this stage of the research, the clustering process was run 20 times to obtain 20 accuracy rates for both frequency and presence of data, denoted as $A_{fn}(n \in [1, 20])$ and $A_{pm}(m \in [1, 20])$.

![Figure 1. Results of the preliminary test (compared with the classification method).](image)

![Figure 2. Results of the preliminary test](image)

**Table 1. Confusion matrix**

<table>
<thead>
<tr>
<th></th>
<th>Group 1</th>
<th>Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual positive</td>
<td>$a$</td>
<td>$b$</td>
</tr>
<tr>
<td>Actual negative</td>
<td>$c$</td>
<td>$d$</td>
</tr>
</tbody>
</table>

**Table 2. Results of the preliminary test**

<table>
<thead>
<tr>
<th></th>
<th>Highest</th>
<th>Lowest</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{fn}$</td>
<td>60.17%</td>
<td>52.17%</td>
<td>57.77%</td>
<td>2.6%</td>
</tr>
<tr>
<td>$A_{pm}$</td>
<td>65.67%</td>
<td>50.17%</td>
<td>55.7%</td>
<td>4.9%</td>
</tr>
</tbody>
</table>
Intuitively, from Figure 1, we can see a very obvious gap between the clustering results ($Af$ and $Ap$) and the supervised classification result (75%). The accuracy levels of the clustering results are very low. Moreover, different from the straight line of the classification result, the clustering results are represented by polygonal lines. Lines in such a shape verify the instability which we anticipated really exists.

As shown in Table 2, for both frequency and presence of data, the average accuracy rates are very low (57.77% and 55.7%), which is unacceptable. On the other hand, the standard deviation values of these are 2.6% and 4.9%, which represent the instability of the results. Moreover, the difference between highest and lowest values for both $Af$ and $Ap$ is greater than 15%. This means that the approach at this stage has the risk of producing very poor results.

In the next two subsections, two strategies will be introduced to solve the problems of low accuracy and the instability of our clustering approach.

### 4.3. TF-IDF weighting method

TF-IDF is a weighting approach often used in the area of text mining. It is used to evaluate the importance of a term in a document in a corpus. Term frequency in a given document is simply the number of times a given term appears in that document. Inverse document frequency is a measure of the general importance of the term. Mathematically, the TF-IDF weight of a term $i$ can be expressed as:

$$W_i = tf_i \times \log\left(\frac{D}{df_i}\right)$$

In this expression, $tf_i$ is the term frequency of term $i$ in a document, $D$ is the number of documents in the corpus, and $df_i$ is the document frequency or number of documents containing term $i$. Thus, $\log(D/df_i)$ is the inverse document frequency.

By applying this weighting method, the importance increases proportionally to the frequency of a term in a document but is offset by the frequency of the term in the corpus. It is believed that the weighting method has contributed to the improvement of clustering accuracy.

Experiments were conducted to validate the effect of the TF-IDF weighting method. Obviously, the weights of terms can only be obtained from the frequency data matrix, but once the weight vector is calculated, it can be applied to both frequency of data and presence of data.

We conducted experiments with TF-IDF weighting 20 times on frequency data and presence data, denoted as $Af'_{n}$ ($n \in [1,20]$) and $Ap'_{m}$ ($m \in [1,20]$), respectively. The experimental results up to this stage are illustrated in Figure 2. It is easy to see that the accuracy rate levels for both frequency and presence data are generally increased, but the fluctuations seem more severe.

![Figure 2. Results after applying TF-IDF weighting.](image)

<table>
<thead>
<tr>
<th>Table 3. Results after applying TF-IDF weighting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highest</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>$Af'_{n}$</td>
</tr>
<tr>
<td>$Ap'_{m}$</td>
</tr>
</tbody>
</table>
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By conducting statistical analysis on the results, it is believed that the TF-IDF weighting method effectively increased the average accuracy rate by more than 15%. Meanwhile, the standard deviations also become greater, which indicates that the results are more unstable (see Table 3).

4.4. Voting mechanism for stabilizing the results

To obtain more stable clustering results, a voting mechanism was designed. Under this mechanism, the final group of a document was not determined by any individual clustering process, but was voted by running results of clustering multiple times. The number of running times needs to be large enough to dilute the effect of outliers and instability. Meanwhile, it cannot be too large to obstruct the efficiency.

Here, we define a clustering set as running clustering 20 times (from tests, 20 times has been found to be large enough to provide stability, but may not necessarily be the smallest number; to find the optimal number, further experiments are required). In each clustering set, a document will obtain 20 votes $V_j (j \in [1, 20])$, and the value could either be positive or negative. Thus, the final voted result of document $d$ could be expressed as:

$$f(d) = \begin{cases} 
\text{positive if } n(V_j = \text{pos}) \geq n(V_j = \text{neg}) \\
\text{negative if } n(V_j = \text{pos}) < n(V_j = \text{neg}) 
\end{cases} \quad (8)$$

Under this mechanism, 10 clustering sets were processed on both frequency of data and presence of data. The accuracy rates for the clustering sets were calculated based on the final voted result. From Figures 3 and 4, we can see that the final voted accuracy rates for both frequency of data ($Af''_n (n \in [1,10])$) and presence of data ($Ap''_m (m \in [1,10])$) are generally above 72%, which shows an improvement in accuracy. Meanwhile, in each clustering set, the accuracy rate of the final voted result is always higher than the average of the 20 accuracy rates values in the clustering set.

As Table 4 shows, the average accuracy rates for frequency of data and presence of data increase to 74.33% and 76.85%, respectively. The accuracy rates are comparable to those for the classification method. More gratifyingly, the standard deviation values drastically decrease, which indicates that the stability of the clustering based method is
improved by the voting mechanism. Additionally, up to this stage, the overall performance of the presence of data seems more competent than the frequency of data.

4.5. Hybrid system for sentiment analysis

As discussed, term scores can indicate the positive or negative tendency of documents within a certain range. We attempt to import term scores into our experiments to enhance the performance of our clustering-based method. From another point of view, our method can also be regarded as an improvement of the score-based symbolic techniques.

Firstly, we extract term scores from WordNet by the similar method previously discussed. In our 6040 feature terms, only 2751 terms can be connected to reference words ‘good’ and ‘bad’. The remaining 3289 terms are judged as neutral or non-opinion-expressing words. By directly calculating the average value of the score for each document, and then partitioning by medium value to judge the positive/negative direction, the accuracy is only 66.17%, which is fairly low.

Thus, we attempt to combine the term scores with our clustering-based method to build a hybrid system. Our aim is to create a weighting vector based on the term scores. For a term, the weight value is high if it is close to reference words; the weight value is low if it is far away from reference words. For terms which cannot connect to reference words (there were 3289 such words in this experiment), the weight is zero. Therefore, the dimensions of the data matrix are reduced from 6040 to 2751.

Hereby, regardless of the accuracy of this experiment, the large range of dimension reduction is a positive phenomenon. As described in [28], the complexity of k-means is \(n \times k \times I \times d\), where \(n\) is the number of vectors, \(k\) is the number of clusters (centroids), \(I\) is the number of iterations and \(d\) is the number of dimensions (features). Therefore, the complexity is reduced to 2751/6040 of the origin. By testing, we can see that the execution time is reduced, as we expected.

Concretely, for all 2751 adjectives which can connect to the reference words, the maximum distance to the reference words is 11 steps. Let \(X\) be the distance of a word; the weight (\(W\)) of the word can be calculated as:

\[
W = \begin{cases} 
1.2 - (X - 1) \times 0.02 & \text{if } X \leq 8 \\
1 - (X - 1) \times 0.1 & \text{if } 8 < X \leq 11 
\end{cases}
\]  

This function is derived from experiments. It produces the best result in this research, but we cannot ensure this function is optimal.

As Figures 5 and 6 show, 10 weighted clustering sets were processed for both frequency of data (\(Af''\)) and presence of data (\(Ap''\)). Clearly, for frequency of data, the weight is definitely helpful. The polygonal line tends to be straight, which indicates that the accuracy becomes highly stable. However, there seems no clear improvement for the presence of data.

![Figure 5. Frequency of data result after importing term score weighting.](Figure5.png)
Statistically, the accuracy rates of both kinds of data exceeded 77% on average, providing evidence that the term scores can enhance the performance of the clustering analysis. Moreover, the standard deviation of the frequency of data is 0.4%, which is an acceptable degree of stability in real applications (see Table 5).

4.6. Judgement of group meaning

As mentioned in subsection B, in real applications it is impossible to utilize documents’ actual class to judge the meaning of the clustered group. It is, therefore, necessary to find another strategy to make the judgement.

To achieve this, two seed documents, containing extremely positive or negative content, are added. The seed documents should be ensured to be always correctly clustered by our approach. Consequently, the group which contains the positive seed is the positive group; the group which contains the negative seed is the negative group.

The seed documents are separately built by the 25 collected positive or negative words. After the pre-processing and weighting steps, they are inserted into the original data set. After running a clustering set (20 times), we found these two seed documents were usually in the same group (six times). This indicates that these manually built seed documents are not competent for the task.

Fortunately, we find that over 150 documents in the 600 documents data set never fall into the wrong group in the clustering set. By enlarging the running times of a clustering set to 100, there are always 13 positive and nine negative documents correctly clustered. Although this does not mean that these 22 documents will be correctly grouped forever, they present strong positive and negative polarities which are very unlikely to be incorrectly grouped. Here, we define these documents as solid polarity documents.

Thus, we choose $y$ positive and $z$ negative solid polarity documents to build a positive seed set and a negative seed set. As we verified, the possibility of incorrectly grouping each solid polarity document is lower than $10^{-2}$. Thus the meaning of clustered group can be decided by the major direction of the seed sets. This is because the possibility of the incorrect major direction is $10^{-y}$ and $10^{-z}$, which is extremely low when $y$ and $z$ are sufficiently large.

4.7. The algorithm

Up to this stage, almost all the technical challenges we encountered in the experiments have been solved. A complete technical flow has been established for applying the clustering based approach to the sentiment analysis problem. This technical flow or algorithm is now presented as follows.

Table 5. Results after applying the term score weighting

<table>
<thead>
<tr>
<th></th>
<th>Highest</th>
<th>Lowest</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Af''_n$</td>
<td>78.33% ($Af''_1$)</td>
<td>77.17% ($Af''_6$)</td>
<td>77.88%</td>
<td>0.4%</td>
</tr>
<tr>
<td>$Ap''_m$</td>
<td>78.33% ($Ap''_6$)</td>
<td>76.17% ($Ap''_3$)</td>
<td>77.25%</td>
<td>0.9%</td>
</tr>
</tbody>
</table>
Complete algorithm of Clustering-based Sentiment Analysis

Input: A corpus C includes n opinion express documents \{d_1, d_2, ..., d_n\}.
Output: For each document \(d_i (1 \leq i \leq n)\), assign a positive/negative polarity mark \(p_i \in \{positive, negative\}\).

Method:
Begin

//pre-processing
1. foreach word \(w_j (1 \leq j \leq length(d_i))\) in each document \(d_i\)
2. stemming
3. assign part of speech tagging \(t_j\)
4. if \(t_j \neq adj\) and \(t_j \neq adv\)
5. delete \(w_j\)
6. endif
7. endfor

//converting documents to vectors
8. insert \(m\) pre-selected and pre-processed seed documents to \(C\), make new corpus \(C_1\) with \(m + n\) documents
9. read and record all words appeared in corpus \(C_1\) to a word list \(L\) of length \(l\)
10. generate an empty matrix \(M\)
11. foreach document \(d_i (1 \leq i \leq m+n)\) in \(C_1\)
12. create vector \(V_j (V_j)\) can be frequency vector \(V_f (recommended)\) or presence vector \(V_p (0)\)
13. insert \(V_j\) to the end of matrix \(M\)
14. endfor

//weighting vectors
15. foreach word \(w\) in \(L\)
16. calculate TF-IDF weight of \(w\) using equation (7), and store it on the weight list \(WL_1\)
17. calculate the distance between \(w\) and reference words using equation (9)
18. calculate sentiment express weight, and save it on the weight list \(WL_2\)
19. endfor
20. generate an empty matrix \(M_w\)
21. foreach vector \(V_j\) in \(M\)
22. weighting vector: \(V_w = V_j \times WL_1 \times WL_2\)
23. add \(V_w\) to the end of matrix \(M_w\)
24. endfor

//Clustering processing
25. select the number of multiple running times \(j\).
26. for \(1 \leq q \leq j\)
27. run k-means clustering with cosine distance, cluster \(M\) into two groups \(G_1\) and \(G_2\).
28. if \(\sum_{i=1}^{m} (seed(positive)) \in G_1 > \sum_{i=1}^{m} (seed(negative)) \in G_1\) and \(\sum_{i=1}^{m} (seed(positive)) \in G_2 < \sum_{i=1}^{m} (seed(negative)) \in G_2\)
29. \(G_1 = positive, G_2 = negative\)
30. else if \(\sum_{i=1}^{m} (seed(positive)) \in G_1 < \sum_{i=1}^{m} (seed(positive)) \in G_2\) and \(\sum_{i=1}^{m} (seed(negative)) \in G_1 > \sum_{i=1}^{m} (seed(negative)) \in G_2\)
31. \(G_1 = negative, G_2 = positive\)
32. endif
33. record the clustering result of this run as \(R_q\)
34. endfor

//Voting
35. foreach document \(d_i\) in corpus \(C\)
36. foreach running result \(R_q (1 \leq q \leq j)\)
37. if \(\sum d_i (R_q) = positive \geq \sum d_i (R_q) = negative\)
38. \(p_i = positive\)
39. else
40. \(p_i = negative\)
41. endif
42. endfor
43. endfor
4.8. Results and discussion

Based on the experiment results, we compare the performances of symbolic technique, the supervised machine learning method and our clustering-based approach (see Table 6).

Table 6. Evaluation of the three methods

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Efficiency</th>
<th>Human participation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbolic techniques</td>
<td>65.83% [7]</td>
<td>Very fast</td>
<td>Mostly no</td>
</tr>
<tr>
<td>Supervised learning</td>
<td>77%–82% [6]</td>
<td>Slow on training &amp; fast on test</td>
<td>Yes</td>
</tr>
<tr>
<td>Clustering-based approach</td>
<td>77.17%–78.33%</td>
<td>Fast</td>
<td>No</td>
</tr>
</tbody>
</table>

Regarding accuracy, experiments conducted by Turney and Pang represent symbolic techniques and supervised learning methods, respectively. As mentioned previously, Turney conducted experiments on four different topics, but for our discussion only the movie reviews are applicable, because movie reviews contain a similar language feature style. The accuracy value is relatively low (65.83%), and it is based on imbalanced data. It is believed that accuracy is usually lower if it is applied to balanced data. Combined with our test on directly using the word score (accuracy 66.17%), we believe the accuracy rate of symbolic techniques is low when analysing movie reviews. Pang’s experiment results convincingly show that supervised learning is the most powerful method on the aspect of accuracy. Our clustering-based approach still cannot perform as well as supervised learning at this stage, but the accuracy is at an acceptable level.

For efficiency, symbolic techniques work the best. Obtaining term scores is sometimes a one-off task; once the scores of terms are obtained, the score for documents can be calculated very quickly. Supervised learning methods require time to train, and for high dimensional data, the process is highly time-consuming. Our approach requires the same time to obtain the term score, but takes extra seconds to cluster data multiple times. But the time is usually much shorter than training a data set of equal size in supervised learning. After dimension reduction, it becomes even more efficient.

Additionally, both symbolic techniques and our clustering-based approach do not rely on human participation. This is a significant advantage over the supervised learning approach.

5. Conclusions and further research directions

To summarize, our clustering-based sentiment analysis approach overcomes the challenges of low accuracy and instability of results. It can produce sufficiently accurate clustering results in a short time without human participation. Compared with previous techniques, the performance of clustering-based sentiment analysis is the most balanced on the aspects of accuracy, efficiency and human participation. Thus, it is believed that this approach is more practical for real applications than other methods.

This approach is promising, but there are further challenges to face, including the following: the size of the document set may influence the outcome; finding a better way to obtain term scores (WordNet only generates term scores with around 70% accuracy). It is believed that better results can be obtained if these problems can be solved.
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