ABSTRACT
In this paper, we present our work on evaluating the skyline algorithms BNL, SFS, and a variant of LESS in PostgreSQL. It is well known that the performance of skyline queries is sensitive to a number of parameters. From extensive experiments on skyline implementations we have discovered several rules, which are remarkably simple and useful, but hard to obtain from theoretical investigation. Our findings are beneficial for developing heuristics for the skyline query optimization, and in the meantime, provide some insight for a deeper understanding of the skyline query characteristics.
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1. INTRODUCTION
The skyline operator is important for supporting multicriteria decision making applications. Given a set of \(d\)-dimensional data points, the skyline consists of the points, called skyline points, which are not dominated by another data point. Bőrzsönyi et al. [1] proposed a skyline extension of the SQL syntax with the form:

\[
\begin{align*}
\text{SELECT } & \ldots \text{ FROM } \ldots \text{ WHERE } \ldots \\
& \text{GROUP BY } \ldots \text{ HAVING } \ldots \\
& \text{SKYLINE OF } [\text{DISTINCT }] \ a_1 \ [\text{MIN}][\text{MAX}][\text{DIFF}], \ldots, \ a_m \ [\text{MIN}][\text{MAX}][\text{DIFF}] \\
& \text{ORDER BY } \ldots 
\end{align*}
\]

Since the introduction of the skyline operator \([1]\), a number of secondary-memory algorithms have been developed for efficient skyline computation. These algorithms can be classified into two categories. The first one involves solutions that do not require any preprocessing on the underlying dataset. Algorithms such as Block Nested Loops (BNL) \([1]\), Divide and Conquer (D&C) \([1]\), Sort First Skyline (SFS) \([3]\), and Linear Elimination Sort for Skyline (LESS) \([5]\) belong to this category. The algorithms in the second category utilize different index structures such as sorted lists and R-trees to reduce the query costs. Well-known algorithms in this category include Bitmap \([10]\), Index \([10]\), Nearest Neighbor (NN) \([7]\), and Branch and Bound (BBS) \([8, 9]\).

In this paper, we present our work on evaluating skyline algorithms in PostgreSQL. Building the skyline query operation in an RDBMS has several advantages. First, skyline can be integrated with other relational operators, thus more sophisticated queries can be constructed. Moreover, no work on concurrency control and transaction management has to be addressed. Second, the existing index structures such as R-trees in an RDBMS can be adapted to implement index-based skyline algorithms. Third, if several skyline algorithms are available in an RDBMS, the system is able to select the most efficient one for the given datasets. Indeed, the comparisons of the skyline algorithms we have so far implemented reveal that there does not exist a clear winner in all aspects. The efficiency of the algorithms depend on the properties of the datasets such as dimension, distribution, cardinality and so on. For instance, BNL is more efficient than SFS and even LESS, if the dimension of the data is less than 5 and the number of tuples is relatively small.

We have so far implemented the non-index based algorithms BNL, SFS, and a variant of LESS in PostgreSQL. In addition, we extended the standard syntax to specify

- The treatment of NULL values (NULLS FIRST and NULLS LAST)
- The usage of order relations other than < and > (USING ORDER BY)
- Operational aspects of skyline computation, such as
  - method (BNL, SFS)
  - tuple window size in terms of memory and/or number of slots
  - tuple window policy (append, prepend, entropy, random)
  - usage of indexes (NOINDEX)
  - usage of elimination filter (EF)

The ultimate goal of our work is building a skyline query optimizer to automatically generate a good query plan w.r.t.
I/O, time, and memory consumption. It is well known that the cost estimation of the skyline queries is a non-trivial task [2] since the performance of a skyline query is sensitive to a number of parameters [6]. To achieve this goal, we conducted extensive experiments on the skyline implementations.

We discovered several hidden rules, which are remarkably simple and useful, but hard to obtain from the theoretical investigation. We expect that our exposition of experimental results on skyline algorithms could serve as a guideline for developing heuristics of a skyline query optimizer, and in the meantime, provide some insight for a deeper understanding of the skyline query characteristics.

For the purpose of repeatability we have set up a website to present our experimental results. The source code, and the log-files from our experiments are accessible via http://skyline.dbai.tuwien.ac.at/.

2. SKYLINE ALGORITHMS

The skyline algorithms we have implemented are: BNL, SFS, BNL+EF, and SFS+EF. EF stands for Elimination Filter, which was introduced in [5] as an essential routine for the LESS algorithm.

BNL was implemented according to the algorithm proposed in [1]. A tuple window is maintained in the main memory for storing the potential skyline tuples. Once the window becomes full, an overflow file has to be generated. In the PostgreSQL execution engine, the BNL operator lies in the iterator tree between the ORDER BY and the GROUP BY node (see Figure 1), to directly reflect the intended semantic of the SKYLINE OF-extension to the SQL syntax.

The implementation of SFS is according to [3]. It differs from BNL in that the data is topologically sorted at start-up time. We realize the sorting by utilizing the same physical operator as for the ORDER BY-clause. In the presence of a suitable index, an explicit sort phase can be omitted. While the skyline operator is insensitive to the order of attributes, more indexes can be considered by the query optimizer for the access path selection. We modified the query optimizer accordingly.

In [5] Godfrey et al. proposed the LESS algorithm, which is an improvement of SFS due to the introduction of the concept of elimination filter (EF). With the original LESS algorithm the elimination filtering is carried out in the pass zero of the external sort routine to eliminate records quickly.

In our case, in order to integrate the elimination filter into the SFS algorithm, while at the same time preserving the utilization of the physical sort operator, we implemented the elimination filter before the sort routine. Speaking in terms of the iterator tree, the EF node is a child of the sort node, which in turn is a child of the SFS node (see Figure 2(b)). Furthermore, we do not integrate the skyline computation into the final pass of the merge sort phase, as described in [5]. Therefore, technically speaking, SFS+EF is not an equivalent implementation of LESS. However, the elimination filter is preserved in SFS+EF, which is essentially the gist of LESS.

The implementation of EF is similar to BNL. An elimination filter window is maintained in the main memory. We use 8 KB as default window size. The difference between EF and BNL is that EF does not write tuples to a temporary file if the tuple window is full, and that the relative order of tuples going through the EF is preserved.

Inspired from the idea of the elimination filter in LESS, we experimented a new combination of BNL and EF. That is, the elimination filter is executed before the BNL algorithm. Since our implementation of the elimination filter is independent of the external sort routine, the coding of this variant is straightforward. It turns out that the algorithm BNL+EF is a substantial improvement to BNL.

We experimented with four window policies for both the tuple window (applied for BNL and SFS) and the EF window (for elimination filter): append, prepend, entropy and random [6]. We implemented both windows with doubly linked lists with a sentinel, thus the time cost for insertion and deletion was in $O(1)$. Furthermore, as the insert position for the entropy and random window policy was determined while iterating over the tuple window, the insert operation was also in $O(1)$.

If the EF window is full, in case of EF window policy entropy or random, the tuple with the lowest ranking is evicted to make space for a higher ranked tuple. Instead of calculating the entropy, a random value is used for ranking by the window policy random. With EF window policy append and prepend, once the EF window is full, space in the EF window is only gained if a tuple in the EF window is dominated by the incoming tuple and thus removed. In our implementation the window policy entropy can only be used if statistics for basetables is available.

In summary, we conducted experiments of the four skyline algorithms: BNL, SFS, BNL+EF, SFS+EF, upon each of which four window policies were applied: append, prepend, entropy and random. For BNL+EF and SFS+EF, we applied on both windows the same window policy in our experiments.

3. EXPERIMENTAL SETUP

![Example query plan for BNL](a:queryplan.png)

```sql
SELECT d.DeptName, AVG(e.Salary), AVG(e.Revenue) FROM emp e JOIN dept d on (e.Dno = d.DeptId) GROUP BY d.DeptName SKYLINE OF AVG(e.Salary) MAX, AVG(e.Revenue) MIN ORDER BY AVG(e.Salary) DESC
```

Figure 1: Example query plan for BNL
We ran our experiments on seven Dell OptiPlex 755, Intel Pentium Dual-Core CPU E2160 (1.80GHz, 1MB L2 cache), with 1 GB RAM and Seagate Barracuda 160 GB HDD (7200 rpm, SATA 3.0Gb/s, 8 MB cache) with a single NTFS partition, running Microsoft Windows XP (SP2). Our implementation was based on PostgreSQL 8.3.0 and was compiled using Microsoft Visual Studio 2005 (SP1) using the RELEASE configuration with assertions disabled. PostgreSQL was configured to use 200 MB of RAM for shared buffers, with auto vacuuming disabled, and all other settings were left as default.

If not otherwise mentioned, a tuple window size of 1024 KB (equal to the PostgreSQL work_mem setting), and an EF tuple window size of 8 KB (equal to the PostgreSQL block size) were used.

The tables for the test runs have been generated using the extended version [4] of the dataset generated presented in [1], which allows to generate tables with different initial seeds for the random generator. All experiments were carried out on three different sets with varying initial seed, for each distribution type (independent, correlated, and anti-correlated), and with 100, 500, 1k, 5k, 10k, 50k, 100k tuples.

Each tuple consists of a unique 4 byte integer id and 15 randomly generated 8 byte floats $d_1, \ldots, d_{15}$. With a 23 byte tuple header and the alignment it sums up to a tuple length of 152 bytes. The memory chunk used by the PostgreSQL memory allocation function (palloc) was 264 bytes long.

For most of our experiments we did not consider tables with more than 100k tuples, as the runtime for a 15 dimensional skyline query on 100k tuples went up to 30 minutes.

All experiments were carried out with a hot disk cache, i.e. due to appropriate queries all pages were in the shared buffers.

4. COMPARISONS AND ANALYSIS

We measure the time performance with respect to three parameters: dimension, data cardinality, and data distribution. In this section we only report the experimental results on the data sets with independent distribution type. Other results on correlated and anti-correlated can be found in the full version of the paper. For the other two factors "dimension" and "cardinality", one has been fixed during each experiment. Thus all the plots are two dimensional. We deploy the relative values by setting one measurement as the reference.

Figure 3(a) shows the time performance of the skyline algorithms vs. dimension with 100k tuples. It shows clearly that the SFS+EF algorithm has the best time performance with all the data distributions. This conforms with the results in [6], where it was shown that LESS outperforms the SFS algorithm with 1M tuples.

BNL+EF performs consistently better than BNL, due to the low skyline selectivity factor for datasets with 100k tuples (cf. Figure 3(c)). As far as the window policy is concerned, entropy has consistently better performance for all the algorithms.

Figure 3(b) depicts the time-dimensionality performance regarding to datasets with 1k number of tuples. One interesting observation is that the performance of SFS is surprisingly better than others, except for the extremely low dimension values. As illustrated by Figure 3(c), there exists a causal relation with the skyline selectivity factors. It shows clearly that as the data cardinality decreases, the skyline selectivity factor increases. Therefore, in general, the EF operator is less effective with lower data cardinalities. To be more accurate, if the skyline selectivity factor is higher than 0.1, the benefit gained from EF is marginal. This is confirmed by the results shown in Figure 3(a) as well.

The result is somehow contradictory to the claim that SFS+EF should perform consistently better than SFS, because at the EF stage there should be always some tuples eliminated. However, one should not ignore the cost of the EF operation, where comparisons are executed. Moreover, if the entropy window policy is applied, the time consumption is even higher. Hence, there exist data settings where EF does not pay off anymore.

To better understand the time performance of the skyline algorithm with respect to the data cardinality, we conducted experiments for high dimensions of 15 with the number of tuples ranging from 100 to 100k. See Figure 3(d). Surprisingly, the rule of the selectivity factor is proven to be true in all the datasets. That is, if the selectivity factor is higher than 0.1, the elimination filter does not have any advantage.

As a matter of fact, if the dimension is higher than four, SFS is superior for all datasets, except for data cardinality of 50k and 100k, where SFS+EF outperforms SFS. If we examine again the selectivity factor for independent datasets in Figure 3(c), these datasets are in the category where the selectivity factor is higher than 0.1. This result confirms our observation. Note that the same observation holds for BNL+EF vs. BNL as well.

5. CONCLUSIONS AND FUTURE WORK
In this paper we presented the experiments with skyline algorithms applied on the open source RDBMS PostgreSQL.

From our experimental results we were able to expose several findings which are difficult to be verified theoretically. There are: (1) the elimination filter is effective only if the selectivity factor of the dataset is not more than 0.1; (2) for datasets up to 500 tuples and of relative small dimension (e.g. up to five), BNL performs the best in all aspects.

In the future work we plan to implement and evaluate index-based algorithms such as Index [10], Nearest Neighbor (NN) [7], and Branch and Bound (BBS) [8, 9]. We believe the concept of EF is very promising and plan to further improve its efficiency and effectiveness, e.g. to integrate it as a filter in the index scan code, to use other data structures and policies for the EF window, and to optimize the order of attributes when comparing two tuples.

As for SFS algorithms using indexes, what remains open is to investigate the behavior in case all skyline attributes and attributes in the select clause are part of the index, such that it suffices only to access the indexes for the query processing. We believe this could yield good results.
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