Shape-Appearance Guided Level-Set Deformable Model for Image Segmentation
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Abstract

A new speed function to guide evolution of a level-set based active contour is proposed for segmenting an object from its background in a given image. The guidance accounts for a learned spatially variant statistical shape prior, 1st-order visual appearance descriptors of the contour interior and exterior (associated with the object and background, respectively), and a spatially invariant 2nd-order homogeneity descriptor. The shape prior is learned from a subset of co-aligned training images. The visual appearances are described with marginal gray level distributions obtained by separating their mixture over the image. The evolving contour interior is modeled by a 2nd-order translation and rotation invariant Markov-Gibbs random field of object/background labels with analytically estimated potentials. Experiments with kidney CT images confirm robustness and accuracy of the proposed approach.

1. Introduction

Accurate segmentation of anatomical structures in medical images is very important in practice but still remains a challenging problem due to large variations of goal shapes, image noise and inhomogeneities, discontinuous boundaries due to occlusions, similar visual appearance of adjacent parts of different structures, etc. [1]. Geometric level-set based deformable models are popular and powerful tools in segmenting medical images because of flexibility and independence of parameterizations of an evolving contour on the xy-plane [2]. The object-background boundary at each moment t is represented by a zero level \( \phi_t(x, y) = 0 \) of an implicit level-set function – a distance map \( \phi_t(x, y) \) of the signed minimum Euclidean distances from every point \( (x, y) \) to the boundary (negative for interior and positive for exterior points). The distance map is evolved iteratively as [2]:

\[
\phi_{n+1}(x, y) = \phi_n(x, y) - \tau V_n(x, y)|\nabla \phi_n(x, y)| \quad (1)
\]

where \( n \) denotes the time instants \( t = \tau n \) with step \( \tau > 0 \); \( V_n(x, y) \) is a speed function guiding the evolution, and \( \nabla \phi_n = \left( \frac{\partial \phi_n}{\partial x}, \frac{\partial \phi_n}{\partial y} \right) \) is the gradient of \( \phi_n(x, y) \).

Conventional speed functions \( V_n(x, y) \) accounting for image intensities (e.g., [3]), object edges (e.g., [4]), an intensity gradient vector flow (e.g., [5]), etc., are unsuccessful on very noisy images with low object-background intensity gradients. Additional prior shape knowledge results in more effective segmentation: see e.g., [6–8]. Leventon et al. [8] augmented speed functions with terms attracting the level set front to more likely shapes specified by analyzing principal components of a training set of objects. Tsai et al. [6] approximated an object shape with a linear combination of distance maps for a set of mutually aligned images of goal objects. But due to a very large dimensionality
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of the distance maps’ space, only a few top-rank principal components can be included in the linear combination to model feasibility. To overcome over-segmentation, Cheng et al. [7] incorporated a prior shape knowledge into the improved Chan-Vese’s level-set model [9] using a variational approach.

But speed functions based solely on the shape priors lead to large segmentation errors under discontinuous object boundaries and large image noise and inhomogeneities (see e.g., [10]). Also, the approximation of a distance map \( \phi_n(x, y) \) with the closest linear combination of the maps for a set of co-registered training images (see e.g., [6, 7]) has a serious inherent drawback: because the space of distance maps is not closed with respect to linear operations, the zero level of a linear combination of the training maps may produce an invalid or even physically impossible boundary.

To overcome these limitations, this paper introduces a new speed function combining a mean curvature of an evolving contour with a spatially variant joint Markov-Gibbs random field (MGRF) model of an image and its object-background map to control the evolution magnitude and direction at every step. Experiments with real kidney CT images justify the proposed approach.

2. Shape-Appearance Guided Evolution

Let \( g : \mathbb{R} \rightarrow Q \) and \( m : \mathbb{R} \rightarrow L \) denote a given grayscale image and its goal binary “object-background” map, respectively, supported by a 2D arithmetic lattice \( \mathbb{R} = \{(x, y)\} \). Here, \( Q \) is a set of integer gray values, and \( L = \{0, 1\} \) is a binary set of object (“1”) and background (“0”) labels. As shown in Fig. 1, a joint MGRF model of pairs \((g, m)\) is described with probability distribution \( P(g, m) = P(g|m)P(m) \) combining a simple 2\(^{nd}\)-order MGRF \( P(m) \) of region maps and a conditionally independent random field of image intensities \( P(g|m) = \prod_{(x, y)\in \mathbb{R}} p(g_{x,y}|m_{x,y}) \) given the map.

The map model \( P(m) = P_r(m)P_s(m) \) has two independent parts: a shape prior being a spatially variant independent random field of region labels \( P_r(m) = \prod_{(x, y)\in \mathbb{R}} p_{r_{x,y}}(m_{x,y}) \), for a set of co-aligned training maps, and a 2\(^{nd}\)-order MGRF model \( P_s(m) \) of a spatially homogeneous evolving map \( m \) for the image \( g \) aligned to the training set. The pixel-wise priors \( p_{r_{x,y}}(1) \) and \( p_{r_{x,y}}(0) = 1 - p_{r_{x,y}}(1) \) are the empirical object-background probabilities for the manually segmented training images co-aligned by a rigid 2D transformation. Figure 2 illustrates the steps for building the shape prior: kidneys in the training set are (i) manually segmented (Fig. 2b) and (ii) co-aligned by a rigid 2D registration maximizing their mutual information [11]; and (iii) the pixel-wise object probabilities \( p_{r_{x,y}}(1) \) are estimated (Fig. 3) by counting how many times the pixel \((x, y)\) was segmented as kidney.

To build an initial region map \( m \), a given image \( g \) is aligned to one of the training images. The empirical mixture \( P_{mix}(g) = \prod_{(x, y)\in \mathbb{R}} p_{mix}(g_{x,y}) \) is separated into the object and background marginal components, \( p(q|\lambda) : q \in Q; \lambda \in L \), just as in [12], by close approximation with a linear combination of discrete Gaussians (LCDG). The LCDG restores transitions between dominant distribution modes in a mixture more accurately than conventional mixtures of only positive Gaussians [3], thus yielding a better initial map, \( m \).

By symmetry considerations and for simplicity, the homogeneity of the initial map is modeled with a popular Potts model with the nearest pixel 8-neighborhood and a bi-valued Gibbs potential depending only on whether the nearest pairs of labels are equal or not. An approximate analytical potential estimate in line with [13]: \( V_{eq} = -V_{ise} = 4f_{eq}(m) - 2 \) allows for re-computing pixel-wise conditional probabilities \( p_{r_{x,y}}(m_{x,y}) \) of labels, \( m_{x,y} = \lambda; \lambda \in L \), given their 8-neighbors, at each step of the contour evolution. Here, \( f_{eq}(m) \) is the relative frequency of equal labels in all the neighboring pixel pairs \((x, y), (x + \xi, y + \eta)\) \( \in \mathbb{R}^2 \);
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Table 1. Comparative segmentation accuracy.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Our</th>
<th>[6]</th>
<th>[12]</th>
<th>[15]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min error, %</td>
<td>0.6</td>
<td>4.5</td>
<td>16.7</td>
<td>9.1</td>
</tr>
<tr>
<td>Max error, %</td>
<td>5.6</td>
<td>11.8</td>
<td>41.6</td>
<td>48.1</td>
</tr>
<tr>
<td>Mean error, %</td>
<td>2.3</td>
<td>4.9</td>
<td>31.4</td>
<td>31.6</td>
</tr>
<tr>
<td>St.deviation, %</td>
<td>1.4</td>
<td>2.2</td>
<td>6.9</td>
<td>9.3</td>
</tr>
</tbody>
</table>

Table 2. Sensitivity to Training Data.

<table>
<thead>
<tr>
<th>Tested Group</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min error, %</td>
<td>0.32</td>
<td>0.35</td>
<td>0.63</td>
</tr>
<tr>
<td>Max error, %</td>
<td>4.6</td>
<td>5.3</td>
<td>5.1</td>
</tr>
<tr>
<td>Mean error, %</td>
<td>1.9</td>
<td>2.2</td>
<td>1.9</td>
</tr>
<tr>
<td>St.deviation, %</td>
<td>1.2</td>
<td>1.7</td>
<td>1.3</td>
</tr>
<tr>
<td>P-value</td>
<td>(1,2):0.63</td>
<td>(2,3):0.72</td>
<td>(1,3):0.88</td>
</tr>
</tbody>
</table>
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