Improving SIFT-based descriptors stability to rotations
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Abstract

Image descriptors are widely adopted structures to match image features. SIFT-based descriptors are collections of gradient orientation histograms computed on different feature regions, commonly divided by using a regular Cartesian grid or a log-polar grid.

In order to achieve rotation invariance, feature patches have to be generally rotated in the direction of the dominant gradient orientation. In this paper we present a modification of the GLOH descriptor, a SIFT-based descriptor based on a log-polar grid, which avoids to rotate the feature patch before computing the descriptor since predefined discrete orientations can be easily derived by shifting the descriptor vector. The proposed descriptors, called sGLOH and sGLOH+, have been compared with the SIFT descriptor on the Oxford image dataset, with good results which point out its robustness and stability.

1. Introduction

Matching between different images is one of the most challenging tasks in computer vision. This is a necessary step in many computer vision applications such as three-dimensional reconstruction, mosaicing and object recognition [6, 10]. Image patches have to be extracted by a feature detector, or the whole image is used in the case of dense matching [16]. The patches are then trasformed to feature vectors by a feature descriptor algorithm, and the vectors eventually compared to establish the matches.

Different feature detectors as well as feature descriptors have been developed in the last decade. State-of-the-art detectors include corner detectors based on the autocorrelation matrix [12, 5] or blob-like detectors [12, 8, 2, 10, 11]. Although a lot of progress has been done, different evaluation tests [14] suggest that no feature detector outperforms the others substantially and results should be improved in order to obtain more stable features, especially for non-planar scenes.

In general, in order to obtain the feature vector, a support region around the extracted keypoint is computed [13] by normalizing the feature patch, to take into account geometrical transformations, luminosity changes and rotations. The normalized region is then subsampled, obtaining a feature patch or fingerprint. Affine geometric transformations are used for affine covariant feature detectors, which map ellipses to circles. To compensate for illumination changes, the region intensity values are normalized by their mean and standard deviation.

Rotation invariance is achieved with a rotation of the patch in the direction of the dominant gradient orientation. The most common approach was proposed by Lowe [10]. The gradient orientation histogram for the whole patch, weight by the gradient magnitude on a Gaussian window centered in the keypoint, is computed, and the dominant orientation is given by the bin with the maximum value. It should be noted that the extracted direction can be ambiguous, especially for highly symmetric patches.

The feature descriptor vector for each patch is then computed in order to match corresponding points. A widely used class of descriptors is given by the histogram-based descriptors. One of the most reliable, efficient and robust feature descriptors is the SIFT (Scale Invariant Feature Transform) descriptor [10], given by a three-dimensional histogram of gradient
locations and orientations. The SIFT descriptor has been extended in several ways, for example, the PCA-Sift [7] decrease the vector dimensionality by the Principal Component Analysis, the GLOH (Gradient Location and Orientation Histogram) [13] descriptor uses a polar grid while the IG (Irregular Grid) [4] descriptor overlaps the bins. Similar to the SIFT descriptor are the SURF descriptor [2], employing wavelets, and the DAISY descriptor [16], which has been used for dense matching.

Recently, new distance measures have been also developed to take into account the spatial relations between the histogram bins for SIFT-based descriptors, as the Diffusion Distance [9], to which also the SIFT-Rank descriptor [15], which considers the rank-order of the SIFT descriptor vector, can be associated.

In this paper we present a modification of the GLOH descriptor, which avoids rotating the feature patch before computing the descriptor since predefined discrete orientations can be easily derived by shifting the descriptor vector. Instead of rotating the patch in the estimated dominant orientation, for which a accurate computation can be difficult, the descriptor is compared with the different discrete orientations which can be obtained by shifting the vector for a reasonable computational cost, and the best is selected.

The proposed descriptors, called sGLOH and sGLOH+, have been compared with the SIFT descriptor on the Oxford image dataset [1]. Good results have been obtained that show the robustness and the stability of the new descriptor. In Sec. 2 the new descriptor with implementation details is given, while in Sec. 3 performances are evaluated. Lastly, in Sec. 4 conclusion and final remarks are discussed.

2. The sGLOH descriptor

The sGLOH descriptor is based on the GLOH [13]. The descriptor grid is made up of $n$ circular rings centered on the feature point. Each ring contains $m$ regions, equally distributed along the $m$ directions, defining a region $R_{r,d}$ with $r = \{1, 2, \ldots, n\}$ and $d = \{0, 1, \ldots, m-1\}$. The inner circular region can be divided in $m$ radial sectors, as shown in Fig. 1, defining the single region $R_{0,0}$ or more regions $R_{0,d}$. Given a descriptor vector $H$, a function $\Psi(H)$ is defined as equal to 0 if a single region is defined, 1 otherwise.

For each region, the orientation histogram weighted by the gradient magnitude is computed in $m$ quantized orientations. In order to obtain a better gradient distribution estimation, for each region the bin value $h_i$ where $i = 0, 1, \ldots, m-1$ is computed with a kernel density estimation by a Gaussian window

$$h_i = \frac{1}{\sqrt{2\pi\sigma}} \sum_{p \in R_{r,d}} G_m(p) e^{-\frac{(G_{m}(G_d(p)-m_i))^2}{2\sigma^2}}$$

where $G_m(p), G_d(p)$ are the gradient magnitude and orientation of a pixel $p$ in the region $R_{r,d}$, with $r = \{0, 1, \ldots, n\}$ and $d = \{0, 1, \ldots, m-1\}$, $m_i = \frac{2\pi i}{m}$ is the $i$-th bin center, and $\sigma$ is the standard deviation. The function $M_q(x)$ is used to take into account a periodicity of length $q$

$$M_q(x) = \begin{cases} x & \text{if } x < \frac{q}{2} \\ q - x & \text{otherwise} \end{cases}$$

In modular arithmetic, $[i + d]_m$ shifts cyclically by $d$ positions the element $i$ of a vector of size $m$, given the congruence modulo $m$ relation $a \equiv b (\text{mod } m)$, where the congruence class is represented by $[a]_m$. Defining a block histogram

$$H_{r,d} = \bigoplus_{i=0}^{m-1} h_{r,d}^{[d+i]}_m,$$

where $\bigoplus$ is the concatenation operator, so that for each block the first bin has direction $d$, the final descriptor vector $H$ is obtained by concatenating histograms

$$H = \bigoplus_{i=0}^{n} \bigoplus_{j=0}^{m-1} H_{i,j}$$

where $H_{0,k}$ for $k = 1, \ldots, m-1$ is not considered if $\Psi(H) = 0$. The final descriptor length is $l = mn + 1 + (m-1)\Psi(H)$.

The rotation of the descriptor by a factor $\alpha k$ where $\alpha = \frac{2\pi}{m}$ is then given by a cyclic shift of the block histogram inside a ring

$$H_{\alpha k} = \begin{cases} \bigoplus_{i=0}^{n} \bigoplus_{j=0}^{m-1} H_{i,[k+j]}_m & \text{if } \Psi(H) = 1 \\ H_{0,k} \bigoplus_{i=1}^{n} \bigoplus_{j=0}^{m-1} H_{i,[k+j]}_m & \text{otherwise} \end{cases}$$

Figure 1. SIFT grid (left), sGLOH grid with $n = 2, m = 4$ and respectively $\Psi(H) = 0$ (center) and $\Psi(H) = 1$ (right).
where \( H_{0,k} = \bigoplus_{i=0}^{m-1} h_{[i+k+d]m} \), as shown in Fig. 2. The distance between two feature \( H \) and \( \overline{H} \) is then given by
\[
\hat{d}(H, \overline{H}) = \min_{k=0, \ldots, m-1} d(H, \overline{H}_{ak})
\]
where \( d(\cdot, \cdot) \) is a common distance measure like \( L_1 \) or \( L_2 \) and each descriptor vector has been normalized to unit length.

We developed also a further variant of the sGLOH descriptor, called sGLOH+, which computes a small orientation refinement on the patch before computing the descriptor vector. Instead of estimate the dominant orientation on the whole range \([0, 2\pi] \) (see Fig. 3, left), the dominant orientation is computed using modular arithmetic on the range \([0, z]\), where \( z = \frac{2\pi}{m} \) (see Fig. 3, right). The histogram for the dominant orientation computation, if \( v \) bins are required, is then given by
\[
t^i = \frac{1}{\sqrt{2\pi}\sigma} \sum_{p \in R} G_m(p) e^{-\frac{(M_x(S_m(p), \overline{\sigma}))^2}{2\sigma^2}}
\]
where \( R \) is the feature patch, \( i = 0, \ldots, v - 1, \overline{\sigma} = \frac{z\epsilon}{m}, \overline{\sigma}_i = \frac{i}{v} \) and \( S_m(x) = x - z\lfloor x \rfloor \) is the remainder, considering a period of length \( z \). The dominant orientation \( t \) is then given by
\[
t = \frac{z}{v} \arg\max_{i=0, \ldots, v-1} t^i
\]
Since in this case the range of possible orientations is more constrained, the accuracy of the matching process increases. Moreover, in the case of bad dominant gradient orientation estimation, the error is bounded by \([0, \frac{z}{v}]\), using the distance measure \( \hat{d} \).

### 3. Results

The sGLOH and sGLOH+ descriptors have been compared with the SIFT descriptor on the well-known Oxford database [1]. The same experimental setup described in [13] has been used, while keypoints have been extracted with the Harris-Z [3] detector which was proved to provide stable features. The first and fourth images of the graffiti and wall sequences have been used to check performance on viewpoint changes, while the first and the fourth images of the bark and boat sequences have been adopted to test the stability of the descriptors on scale and rotation changes. The recall is defined as
\[
\text{recall} = \frac{\# \text{correct matches}}{\# \text{correspondences}}
\]
while the precision is given by
\[
\text{precision} = \frac{\# \text{correct matches}}{\# \text{total matches}}
\]
The number of correct matches and correspondences is computed according to the overlap error [14], defined as the ratio of the intersection and union of the regions. As in [13], the overlap error is fixed to \( \epsilon = 0.5 \), the feature patch is \( 41 \times 41 \) pixels, while the nearest neighbour matching strategy is adopted. The sGLOH and sGLOH+ descriptors have been tested for \( c = 0.7, m = 8, n = 0, 1, 2 \), so that the descriptors grid radii are respectively \( \{20\}, \{12, 20\}, \{7, 13, 20\} \) pixels. When \( n = 1, 2 \), also the different cases \( \Psi(H) = 0, 1 \) have been examined, obtaining descriptors of lengths \( l = 64, 72, 128, 136, 192 \). For the sGLOH+ descriptor the dominant orientation is estimated inside a disk centered in the patch with 8 pixels radius as in [1] and the precision for the gradient estimation \( v \) has been set to 8.

The best distance measures between \( L_1, L_2 \) have been used for each descriptor. The sGLOH and sGLOH+ descriptors perform best on the \( L_1 \), while the \( L_2 \) distance was used in the case of the SIFT descriptor. Plots are shown in Fig. 4. The obtained results are comparable with those obtained by SIFT (blue surface).
Only in the case of the bark sequence, SIFT performs better, but only for really high precision. It can be seen that both sGLOH and sGLOH+ detectors presents local minima for \( l = 72, 136 \), underlining better result for the configurations with \( \Psi(H) = 1 \). Moreover, sGLOH+ (green surface) seems to perform better than sGLOH (red surface) in most cases, especially when the precision is low, underlining the validity of the dominant orientation refinement introduced.

The sGLOH and sGLOH+ descriptors do not introduce any relevant computational costs in the generation of the descriptor vector. The new distance measure \( \hat{d} \) is more time consuming, but still acceptable compared to the \( L_2 \) distance when the \( L_1 \) distance, which performs better on the new descriptors, is used.

![Figure 4. Recall/1-precision for test images.](image)

### 4. Conclusion

In this paper we present two modification on the GLOH descriptor, called sGLOH and sGLOH+, which avoid to rotate the feature patch before computing the descriptor since predefined discrete orientations can be easily derived by shifting the descriptor vector.

Moreover, the method is refined in the sGLOH+ descriptor, by estimating the dominant orientation by modular arithmetic in a defined value range, bounding the error.

The proposed descriptors have been compared with the SIFT descriptor on the Oxford image dataset, with good results in terms of robustness and stability, at a reasonable increase in the computational cost.
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