A Monte-Carlo Method without Grid to Compute the Exchange Coefficient in the Double Porosity Model
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1 Introduction

This paper presents an algorithm of simulation of a diffusion in a fissured porous medium (the matrix). In fact, the algorithm just gives the times and position of the particle hitting the interface between the matrix and the fissures.

Let $\Omega$ be a bounded, closed subset $\mathbb{R}^2$, and $\Omega = \Omega_f \cup \Omega_m$ with $\Omega_f \cap \Omega_m = \emptyset$. The subset $\Omega_m$ is the matrix, that is a porous media. The subset $\Omega_f$ is the net of “thin” fissures.

The simplest equation giving the pressure $p(t, x)$ of a fluid in such a medium at time $t$ and in the point $x$ is:

$$\frac{\partial p(t, x)}{\partial t} = Ap(t, x),$$

(1)

where

$$A = \sum_{i,j=1}^{2} \frac{\partial}{\partial x_i} \left( a_{i,j}(x) \frac{\partial}{\partial x_j} \right),$$

(2)

where

$$a(x) = \begin{cases} a_- \times, & \text{if } x \in \Omega_m, \\ a_+ \times, & \text{if } x \in \Omega_f, \end{cases}$$

(3)

with $a_+ \gg a_-$. The coefficient $a$ represents the diffusivity of the rock.

But Equation (1) is written at the scale of the pores, whereas an oil tank can have length of several kilometers. One of the methods to study the
pressure consists in transforming (1) into a system:

\[
\begin{align*}
\Phi_m \frac{\partial P_m}{\partial t} &= a_\Delta P_m - \alpha (P_m - P_f), \quad \Phi_m = \frac{\text{Meas}(\Omega_m)}{\text{Meas}(\Omega)} \\
\Phi_f \frac{\partial P_f}{\partial t} &= a_\Delta P_f + \alpha (P_m - P_f), \quad \Phi_f = \frac{\text{Meas}(\Omega_f)}{\text{Meas}(\Omega)}
\end{align*}
\]

(4)

where \( P_m \) and \( P_f \) are the mean pressure in the matrix and the fissures over a given volume \( V \):

\[
P_m(t, x) = \frac{1}{\text{Meas}(V \cap \Omega_m)} \int_{x+(V \cap \Omega_m)} p(t, y) \, dy
\]

and

\[
P_f(t, x) = \frac{1}{\text{Meas}(V \cap \Omega_f)} \int_{x+(V \cap \Omega_f)} p(t, y) \, dy.
\]

The coefficient \( \alpha \) is called the exchange coefficient. And the model (4) is the double porosity model, here presented in permanent regime (steady state approximation) [WR63]. A more complicated version of the double porosity model may be found in [QW96a, CFL+00] (see also references within), with some numerical analysis.

We deal in this report with the case where the ratio \( a_+/a_- \) is very large. The oil is initially in the matrix, but, when moving, the oil stay essentially in the fissures net. The term \( a_\Delta P_m \) is negligible in front of the other terms. The Laplace transform of the average of the pressure \( P_f(t, x) \) is solution to

\[
\triangle \mathcal{L} P_f(s, x) = s f(s) \mathcal{L} P_f(t, x),
\]

where, in permanent regime, \( f \) is the function

\[
f(s) = \frac{\Phi_f \Phi_m s + \alpha}{\Phi_m s + \alpha}
\]

In the permanent regime, and when \( a_- \) is considered as infinite, it has been proved in [NEL01] that if \( \langle t \rangle \) is the mean of the first hitting time of the fissures for Brownian particles at speed \( 2a_- \) launched uniformly in the matrix, then

\[
\alpha = \frac{\Phi_m}{\langle t \rangle} \simeq \frac{1}{\langle t \rangle} \text{ since } \Phi_m \simeq 1.
\]

(5)

The idea here is to replace the algorithm proposed by B. Nœtinger (of the IFP) and his coauthors using random walks in [NE00, NEQ01, NEL01] by an algorithm using exact computation on some distribution of diffusion processes. This algorithm using continuous time random walks is itself an
adaptation of the method introduced first by J.F. McCarthy [McC90, McC91, McC93a, McC93b].

The fundamental characteristic of such an algorithm is that it is free from grid generation, which is the most expensive step of the approach either by random walks or by analytical approaches, which need discretization (see e.g., [CFL+00]).

It is known that the operator $A$ with domain

$$\text{Dom}(A) = \{ u \in H_0^1(\mathbb{R}^2) \mid Au \in L^2(\mathbb{R}^2) \}$$

is the infinitesimal generator of a Feller semi-group, and then that a diffusion process admits $A$ as generator. Furthermore this process is conservative and continuous (see [Str88, Lej00] for example). It may also be studied by the theory of Dirichlet forms [FOT94, MR91]. The articles [GOO87, Por79a, Por79b, MT90, MD92] contain some accounts about the semi-group in case of coefficients having discontinuities along hypersurfaces.

The trajectories of the diffusion process are interpreted as the movement of some particle in the media. In the matrix, the particle moves like a Brownian motion with speed $2a_-$. When it is in the fissures, it moves like a Brownian motion with speed $2a_+$. The passage from the matrix to the fissure needs some special treatment, which will not be considered there. However, we may assume that once it has hit the interface between the matrix and the fissure, the particle enters into the last one. A justification of this may be found in [CLR00].

In this first part, we deal with the hitting time of the fissure for some Brownian particles moving in the matrix.

In our algorithm, we iteratively construct some square centered on the particle at a given time, and we draw the time and the exit position from this square, until it reaches the fissure network. Hence, the trajectory of the particle is not simulated. All the difficulty lies in the choice of a “good” square.

From a numerical point of view, this algorithm has the following advantage:

- No grid required.
- The amount of memory required is of order of the amount of memory required to store the description of the fissures.
- Since the particles are simulated independently, the algorithm is easily parallelized.
We may use localization technics to work just on some parts of the matrix.

The code is rather short.

2 The algorithm

2.1 The main work

Let suppose that the fissures network is of the following form:

\[ \Omega_f = \bigcup_{i \in F} [A_i, B_i], \]

where \( A_i \) and \( B_i \) are point from \( \mathbb{R}^2 \). Here, the fissures are supposed to be of zero width.

The algorithm relies on the simulation of time and position of exit from a domain of simple geometrical shape, namely the square.

The algorithm is the following (a description in pseudo-language of our algorithm may be found in Appendix A):

Algorithm A: Computation of exit time and position from the matrix.

A.1 At time \( t \), the particle is at a point \( P \) of the \( \Omega_m \).

A.2 For \( i \in F \),

A.2.1 one computes the projected position \( H_i \) of the point \( P \) on the line including the segment \([A_i, B_i]\).

A.2.2 if the point \( H_i \) belongs to \([A_i, B_i]\), then let \( \delta_i = d(P, H_i) \). Otherwise, let:

\[ \delta_i = \min\{d(P, A_i), d(P, B_i)\}. \]

The value \( \delta_i \) is the minimal distance of \( P \) to \([A_i, B_i]\).

A.3 Let \( i \in F \) such that \( \delta_i = \min_{j \in F} \delta_j \).

A.3.1 If the point \( H_i \) belongs to the segment \([A_i, B_i]\), then one seeks if it possible to build a square \( C \) of which one on the sides rests on the segment \([A_i, B_i]\). For that, it is enough for the distance \( \delta_i \) to be smaller than \( \min\{d(A_i, H_i), d(B_i, H_i)\} \). If not, we go to step A.3.2.
In this case, $C$ is the square of center $P$ and one on the sides rests on $[A_i, B_i]$.
Then, it should be checked if the square $C$ does not intersect any other fissure. It is enough to test this for that all those whose distance $\delta_j$ is smaller than $\sqrt{2}\delta_i$.
If the interior of the square $C$ intersects another fissure, we go to step A.3.2, else we go to step A.4.

A.3.2 Let $C$ be a square of center $P$ and diagonal length $2\delta_i$.

A.4 We simulate the exit position $P'$ and the exit time $\delta t$ from $C$ for a Brownian particle with speed $2\alpha$.
If $C$ is a square and the side reached is the one contained in $[A_i, B_i]$, then the algorithm stops and returns the position $P'$ and the time $t+\delta t$.
If not, we return to step A.1 with the new position $P'$ and the new time $t + \delta t$.

Figure 2 shows some steps of the simulation of our algorithm A (see also Algorithm 2 in Appendix A).
Figure 2: Illustration of the hitting-time simulation algorithm: The circled-cross gives the position of the particle at the beginning of the step. The squared-cross gives the position of the particles at the end of the step. The dashed square is the square given whose exit time and position is simulated, while the dotted square is the square first constructed, but intersecting some fissures and then rejected.
2.2 Exiting from a square

We remark that in the previous algorithm, we need to simulate random variables giving us the first time \(\tau^{(2)}\) at which a stochastic process \(\sqrt{2a_-}W\) exits from a square when it starts at its center, together with the position \(\sqrt{2a_-}W_{\tau^{(2)}}\), where \(W = (W^{(1)}, W^{(2)})\) is a standard 2\(d\)-Brownian Motion.

In fact, \(cW_{t/c^2}\) is again a Standard Brownian Motion for any \(c > 0\), and the distribution of \(W\) is invariant under rotation. We may then assume that \(2a_- = 1\) and that the square is \([-1, 1]^2\). Hence, we are interested by the joint distribution of

\[
\tau^{(2)} = \inf\{t \geq 0 \mid |W^{(i)}_t| = 1 \text{ for } i = 1 \text{ or } i = 2\} \text{ and } W_{\tau^{(2)}}.
\]

2.2.1 Simulation of the exit time from the square

We have first to simulate the exit time from the square

\[
C = \{(x^{(1)}, x^{(2)}) \in \mathbb{R}^d \mid |x^{(i)}| \leq 1 \text{ for } i = 1, 2\}.
\]

If \(\mathcal{P}_2\) is the distribution function of \(\tau^{(2)}\), then [MT99, Lemma 4.1, p. 741]

\[
\mathcal{P}_2(t) = \mathbb{P}[\tau^{(2)} < t] = 1 - (1 - \mathcal{P}(t))^2
\]

where

\[
\mathcal{P}(t) = \mathbb{P}[\tau^{(1)} < t] \text{ with } \tau^{(1)} = \inf\{t \geq 0 \mid |W^{(1)}_t| = 1\}.
\]

Hence, if \(U\) is a uniform random variable on \([0, 1]\), \(\mathcal{P}^{-1}(1 - \sqrt{U})\) is distributed as \(\tau^{(2)}\).

The following formulas are borrowed from [MT99, Lemma 3.1, p. 737] and will be used to compute the distribution function \(\mathcal{P}\) numerically:

\[
\mathcal{P}(t) = 1 - \frac{4}{\pi} \sum_{k=0}^{+\infty} \frac{(-1)^k}{2k + 1} \exp\left(-\frac{1}{8\pi^2(2k + 1)^2}t\right), \ t > 0, \quad (6a)
\]

\[
\mathcal{P}'(t) = 2 \sum_{k=0}^{+\infty} (-1)^k \text{erfc} \frac{2k + 1}{\sqrt{2t}}, \ t > 0 \quad (6b)
\]

where \(\text{erfc}\) is the complementary of the error function:

\[
\text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^{+\infty} \exp(-y^2) \, dy.
\]

This distribution function \(\mathcal{P}\) has density equal to

\[
\mathcal{P}'(t) = \frac{\pi}{2} \sum_{k=0}^{+\infty} (-1)^k (2k + 1) \exp\left(-\frac{1}{8\pi^2(2k + 1)^2}t\right), \ t > 0, \quad (7a)
\]

\[
\mathcal{P}'(t) = \frac{2}{\sqrt{2\pi t^3}} \sum_{k=0}^{+\infty} (-1)^k (2k + 1) \exp\left(-\frac{1}{2t}(2k + 1)^2\right), \ t > 0. \quad (7b)
\]
Formulae (6a) and (7a) are suitable for calculations under large $t$, when (6b) and (7b) are suitable under small $t$.

2.2.2 Exit position from the square

If one of the component of the 2-dimensional Brownian Motion is the first to hit a boundary of $C$ at time $\tau$, then the other remains in the interval $[-1, 1]$ during $[0, \tau]$. Hence, to know $W_{\tau(2)}$, we compute the conditional probability

$$Q(\beta, t) = \mathbb{P}[W_t < \beta \mid |W_s| < 1, \ 0 < s < t].$$

Using the computations in [MT99],

$$Q(\beta, t) = \frac{1}{1 - \mathcal{P}(t)} \frac{2}{\pi} \sum_{k=0}^{+\infty} \frac{1}{2k+1} \left( (-1)^k + \sin \frac{\pi(2k+1)\beta}{2} \right) \exp \left( -\frac{1}{8}\pi^2(2k+1)^2t \right) \tag{8a}$$

$$\times \exp \left( -\frac{1}{8}\pi^2(2k+1)^2t \right) \tag{8b}$$

As for $\mathcal{P}$, (8a) is better for large $t$, when (8b) is suitable for small $t$. Of course, $Q$ admits a smooth density, which is also expressible as series.

2.3 Simulation of exit time and position

We have now all the element to provide the algorithm to simulate $(\tau^{(2)}, W_{\tau(2)})$, when $C$ is the square $[-1, 1]^2$ [MT99, Theorem 4.1, p. 743].

We assume that ideally, the random variables generated by the function \texttt{uniform} are independent.

If $C$ is the square with edges $A_1, A_2, A_3$ and $A_4$ whose edge length is $2d$, then the time and position is given by the following algorithm:
Algorithm 1 Exit time and Position from a Square

\[ U \leftarrow \text{uniform}[0, 1] \]
\[ V \leftarrow \text{uniform}[0, 1] \]
\[ \tau \leftarrow \mathcal{P}^{-1}(1 - \sqrt{U}) \]
\[ \xi \leftarrow \mathcal{Q}^{-1}(V) \text{ (rem: } \in [-1, 1]) \]
\[ k \leftarrow \text{uniform}\{1, 2, 3, 4\} \]
\[ \text{return } (\frac{d^2}{dx^2} \tau, A_k + \frac{\xi + 1}{2} A_k A_{k+1}) \]

Figures 3 and 4 represent the distribution function \( \mathcal{P} \) and its density \( \mathcal{P}' \), while Figures 5 and 6 show the curve of the distribution function of \( \mathcal{Q}(\cdot, t) \) with its density \( \mathcal{Q}'(\cdot, t) \) for some values of \( t \).
3 Numerical results

3.1 The layered media

The media is infinite in each direction, and is crossed by some horizontal fractures. The distance between a fracture and a fissure is equal to $L$ (See Figure 7). The exchange coefficient is known in this simple case [QW96b], and is equal to

$$\alpha = \frac{12a_-}{L^2}.$$ 

In the case of $L$ is equal to 1 and $a_- = 1$, the theoretical value $\langle t \rangle = 0.0833$. The experiments in Table 1 shows that the methods provides some quite good results.
Table 1: Mean of $n$ experiments for the layered media with $L = 1$ and $a_\perp = 1$. We set $m_5 = (\bar{t}_1 + \cdots + \bar{t}_5)/5$ and $\sigma_5 = \text{sd}(\bar{t}_1, \ldots, \bar{t}_5)$.

<table>
<thead>
<tr>
<th>Simulations $n$</th>
<th>$10^2 \cdot \bar{t}_1$</th>
<th>$10^2 \cdot \bar{t}_2$</th>
<th>$10^2 \cdot \bar{t}_3$</th>
<th>$10^2 \cdot \bar{t}_4$</th>
<th>$10^2 \cdot \bar{t}_5$</th>
<th>$10^3 \cdot m_5$</th>
<th>$10^3 \cdot \sigma_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,000</td>
<td>8.33</td>
<td>8.58</td>
<td>7.88</td>
<td>8.11</td>
<td>8.17</td>
<td>8.21</td>
<td>2.60</td>
</tr>
<tr>
<td>2,000</td>
<td>8.53</td>
<td>8.11</td>
<td>8.16</td>
<td>8.75</td>
<td>8.13</td>
<td>8.33</td>
<td>2.92</td>
</tr>
<tr>
<td>5,000</td>
<td>8.44</td>
<td>8.33</td>
<td>8.31</td>
<td>8.34</td>
<td>8.16</td>
<td>8.31</td>
<td>1.04</td>
</tr>
<tr>
<td>10,000</td>
<td>8.15</td>
<td>8.36</td>
<td>8.42</td>
<td>8.38</td>
<td>8.23</td>
<td>8.31</td>
<td>1.13</td>
</tr>
</tbody>
</table>

In Table 2, the dependence of $L$ is studied. In fact, our algorithm is scale-independent, and the results behave as expected when $L$ increases.

<table>
<thead>
<tr>
<th>$L$</th>
<th>$\alpha$</th>
<th>$1/\langle t \rangle$</th>
<th>$10^2 \times \langle t \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.00</td>
<td>12.14</td>
<td>8.234</td>
</tr>
<tr>
<td>2</td>
<td>3.00</td>
<td>2.89</td>
<td>34.570</td>
</tr>
<tr>
<td>3</td>
<td>1.33</td>
<td>1.33</td>
<td>75.125</td>
</tr>
<tr>
<td>4</td>
<td>0.75</td>
<td>0.74</td>
<td>135.389</td>
</tr>
<tr>
<td>5</td>
<td>0.48</td>
<td>0.50</td>
<td>198.496</td>
</tr>
</tbody>
</table>

Table 2: Five experiments for 1,000 simulations in the layered media in function of $L$

### 3.2 The sugar box

In this case, the media is composed of porous square box surrounded by some fractures. We have just to study the mean of the exit time for some particles launched with uniform distribution on a square of size $L \times L$. The value of $\alpha$ computed by Warren and Root [WR63] is $\alpha = 28.44/L^2$. When $L = 1$, the theoretical value of the exit time is

$$\langle t \rangle = 0.0351.$$

Experiments in Table 3 show that this algorithm also provides some good results. Furthermore, the average number of steps is close to 4, as we might expect.
Table 3: Mean of $n$ experiments for the sugar box with $L = 1$ and $a_- = 1$. We set $m_5 = (\bar{t}_1 + \cdots + \bar{t}_5)/5$ and $\sigma_5 = \text{sd}(\bar{t}_1, \ldots, \bar{t}_5)$.

Table 4 shows that the dependence in the size $L$ of the sugar box is kept.

<table>
<thead>
<tr>
<th>$L$</th>
<th>$\alpha$</th>
<th>$1/\langle t \rangle$</th>
<th>$10^2 \times \langle t \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28.44</td>
<td>30.23</td>
<td>3.308</td>
</tr>
<tr>
<td>2</td>
<td>7.11</td>
<td>6.74</td>
<td>14.827</td>
</tr>
<tr>
<td>3</td>
<td>3.16</td>
<td>3.35</td>
<td>29.832</td>
</tr>
<tr>
<td>4</td>
<td>1.78</td>
<td>1.87</td>
<td>53.526</td>
</tr>
<tr>
<td>5</td>
<td>1.14</td>
<td>1.13</td>
<td>88.816</td>
</tr>
</tbody>
</table>

Table 4: Five experiments for 1,000 simulations in the sugar box in function of $L$

### 3.3 Non trivial case

In this case, the fissures net is more complex: see Figure 9.

In [CFL+00], the exchange coefficient is computed using a finite-volume method, and when $L = 1$ and $a_- = 1$, its value is

$$\alpha_{f.v.m.} = 35.03$$
We have to note that the model proposed in [CFL+00] is more complex than our, since the width of the fissure is not assume to be equal to 0, and the diffusion coefficient $a_+$ in the fissure is not assumed to be infinite.

Using the random walk method proposed in [NE00, NEQ01, NEL01], the same authors have found a value

$$\alpha_{\text{r.w.}} = 34.18$$

for this geometry [NE98]. Here again, the width of the fissures is not neglected.

With 20,000 experiments with the conditions $L = 1$ and $a_- = 1$, we found a value of

$$\bar{t} = 0.028 \text{ and } \alpha = \frac{1}{\bar{t}} = 35.70.$$

(9)

The average number of steps is 7.4, with a standard deviation of 6.9. Our value of $\alpha$ is close to the value of the exchange coefficients given by the other methods.

A The algorithm in pseudo-language

The following functions are used in Algorithm 2:

Square$(P,H)$: returns a square whose center is $P$ and for which the the middle point of some edge is $H$.

Square_diag$(P,H)$: returns a square whose center is $P$ and for which the point $H$ is one of its corner.

ExitFromSquare$(C)$: returns the exit time at which the Brownian particle at a given speed starting from the center of $C$ goes out from the square $C$. It also returns the corresponding position.
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Algorithm 2 Simulation of the hitting time and position of the fissures

particle \((t, P)\) in the matrix

\[
\begin{align*}
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