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Abstract

Modeling and analysis of real-time, embedded systems is becoming an important area of research nowadays. In this context, the UML MARTE profile has been proposed to support the specification, design, and verification stages in the design process. It provides a wide set of facilities to introduce all the information required in the first steps of the design process. To carry out the actions involved in these design steps, MARTE-based tools are required. This paper presents a methodology to automatically generate SystemC executable specifications from generic MARTE models. The methodology proposed is based on the SystemC language. SystemC is a C++ extension, widely used in the electronic design community to generate executable specifications of embedded systems. To generate these specifications, the information regarding the system structure and hierarchy is extracted from the MARTE models. A subset of concurrency and communication features of the MARTE profile is used for this purpose. Thus, semi-automatic generation of the executable specifications is possible. Then, the code required to describe the system operations can be easily integrated into the executable code. This design methodology establishes a refinement flow to perform the design steps before deciding system partitioning.

1. Introduction

The evolution of electronic technology has enabled the integration of more components in a single chip. The increasing quantity and complexity of the system components is a major factor making the design of embedded systems more difficult. Current embedded system architectures include a wide variety of components of different nature: general purpose processors, application-specific HW, reconfigurable HW, DSPs, ASIPs, etc. As a consequence, heterogeneity is necessary to deal with such a variety of components. This heterogeneity has to be handled during the entire design process, especially during the first development steps.

Common electronic design flows start by creating abstract models of the system to be implemented. The abstract model is a platform-independent model (PIM) that depicts the general functionality of the system. After that, design flows continue with the generation of an executable specification to validate the functionality of this initial specification.

When creating the abstract system models and the corresponding executable specifications, different descriptive mechanisms are required. The description of each component depends on its internal semantics and the interconnection with the rest of system. To handle these semantics, we must start considering that electronic embedded systems are massively concurrent. Electronic systems are not only composed of an increasing number of concurrent components but also each component, independently of its HW or SW nature, is itself composed of a large number of concurrent elements: gates, in the case of HW and threads in the case of SW. Beyond the number of gates or threads, concurrency is the main reason for the increasing complexity of components.

To model these semantics rigorously, the models of computation (MoCs) covered in all through the system have to be considered. The characteristics of the components and the interaction among them should be understood under a certain Model of Computation (MoC). Furthermore, since all system components are highly interconnected, it is also necessary to ensure the integration of the different MoCs. Using the appropriate MoC, it is possible to describe the system with deterministic mechanisms and also provide additional advantages [1].

The goal of this paper is to apply MoCs on UML/MARTE descriptions to allow automatic generation of executable specifications in SystemC. This guarantees correct, fast validation of the UML/MARTE models.

The proposed methodology provides the designer with a set of guidelines to describe the system under several models of computation (MoCs) using the MARTE profile [3]. The UML profile for MARTE has been developed to model and analyze real-time systems, providing the concepts needed to describe real-time features that specify the semantics of these kinds of systems at high abstraction levels. Additionally, the semantics of the real-time concepts are clearly and precisely defined by MARTE, which enables an executable model to be obtained from the system model.

The paper is organized as follows. In section 2, related work is analyzed. Section 3 describes the methodology and design flow proposed. Section 4 presents the formal mechanisms proposed to describe the system considering several MoCs. In section 5 the MARTE elements selected to describe the characteristics of each MoC are presented. Section 6 explains how the elements presented in section 5 should be used to describe heterogeneous system models. In addition, it relates the mapping among the UML/MARTE elements and the SystemC elements to generate heterogeneous executable specifications based on the HetSC methodology. Finally, sections 7 and 8 draw some conclusions and establish future working lines.

2. Related work

UML and SystemC have been used as system design languages since the first appearance of UML [8]. Several proposals for bridging the gap between UML specifications and SystemC
executable models have been published. The first area for combining UML and SystemC was using UML stereotypes for SystemC constructors. This combination was focused on a system-on-Chip (SoC) design methodology such as [25]. With the work of Riccobene et al. a SoC design flow was proposed based on a SystemC profile [9, 10, 11] used to produce an executable model from a UML specification. In the methodology presented in this paper, SystemC is used to create an executable specification of a model expressed in UML/MARTE to validate it; the system model is only created using UML/MARTE concepts. Alternatively, the Riccobene et al. work uses SystemC as a model language of the system. They created a system model with the SystemC semantics. Furthermore, the use of a SystemC profile enables a HW/SW co-design approach [12] and in [13] there is an overview of UML to cover the SoC and hardware-related embedded system design. In this methodology, the partition between software and hardware is not considered. This decision is postponed to later design stages. Another way of combining UML and SystemC is using mapping rules [20] to establish an automatic transformation between UML and SystemC. This work provided the first ideas about the mapping between the UML elements and the SystemC elements. The relation between a port with a provided interface and the SystemC port is also taken from this work. Apart from that, additional ideas were taken into account in the initial development stages of this methodology, but some of them were ruled out due to the rules that HetSC methodology establishes. In [21] a mapping between UML application models and the SystemC platform models is proposed in order to define transformations rules to enable semi-automatic code generation. This mapping is used in a case-study [22]. Apart from that, SysML [7] has its own generation flow to SystemC. In [23] [24], a mapping between SysML and SystemC constructs is described to automatically generate an executable model.

From the appearance of the MARTE profile as a design language, several works have been published to show the capabilities and the advantages that this new profile provides at different design flow stages. Taking MARTE-based models, the methodology proposed in [14] describes embedded real-time applications. The model is transformed into an executable platform through the code generation AccordUML [15][16]. The transformation of MARTE specifications to SystemC executable models is explained in [17]. The application of a MARTE methodology for hardware modeling is proposed in [33]. In addition, in [34] MARTE is used for hardware modeling as well, but combining MARTE with a new profile, namely ESL profile based on IP-XACT concepts. Gaspard2 can be designed environment dedicated to MPSoC for moving from the high-level MARTE description to a SystemC executable platform for data-intensive applications. Gaspard2 can be applied in a design flow to obtain post-partitioning executable models. On the contrary, the methodology presented in this paper faces the design of the system from an abstract view, that is, only concurrent elements are identified. It allows the design of the system to be explored under several approaches at pre-partitioning stages.

An analysis of how executable models can be generated from SysML and MARTE is shown in [18]. SysML contributes with the structure concepts and MARTE adds the time modeling [19]. Nowadays a subset of UML [8] is being developed to provide the concepts needed in order to specify executable models that are executed in a virtual machine.

3. Design Flow

![Design Flow Diagram](image)

This paper presents the first stages of a design methodology based on the MARTE profile. The design flow is shown in figure 1. The MARTE profile is used to model a heterogeneous system where each part of the system has a specific relation with the other system parts. The relation among the different parts in the system is understood under the communication semantics of a certain MoC. Once the model system has been created, the next step is a transformation process; the system model is transformed into an executable specification. The executable specification is generated in SystemC [5], under the guidelines provided by the HetSC methodology [4] [28]. HetSC is a methodology for the specification of concurrent heterogeneous embedded systems in SystemC. The HetSC methodology does not distinguish between application level and platform level; it only identifies concurrent elements and communication instances. This characteristic makes HetSC different compared to other SystemC methodologies such as TLM, where its application domain is to specify platform models. The executable specification simulates the system model and, thus, the functionality is checked. Additionally, this design flow establishes a refinement process. The initial system model may be created from an ideal view. Once this initial model is simulated, it is possible to introduce several restrictions and new features that provide a more real description of the system. This refinement flow is carried out by expressing different MoCs since the election of a specific MoC depends on the functionality to be expressed and the level of abstraction.
4. Formal Background

The starting point of this methodology is ForSyDe. ForSyDe (Formal System Design) [1][2] provides a formal notation to describe a system at the highest abstraction level. The ForSyDe metamodel identifies concurrent processes communicated by signals. Taking the ForSyDe abstraction view of a system, the system model is composed of concurrent elements that exchange information. Therefore, in the system model the concurrency and the communication are clearly identified. The communication elements are the only way to communicate process; there is strict separation between communication and computation. This clear separation between the computation and communication simplifies the study and the analysis of the concurrent systems since formal properties of the different elements that form such systems can be obtained.

Based on separation between concurrency and communication, the HetSC methodology has been developed [28, 29]. HetSC is a methodology for the specification of concurrent heterogeneous embedded systems in SystemC. HetSC separates the computation and communication aspects of a system, creating formal executable specifications of the system. The mapping among the different parts of the system are described under different models of computation (MoC). The application of this methodology avoids having undesirable results such as indeterminism, deadlocks, starvation, etc. This description is performed by creating a set of channels that expresses the features of a set of MoCs.

<table>
<thead>
<tr>
<th>HetSC channel</th>
<th>Communication Semantic</th>
</tr>
</thead>
<tbody>
<tr>
<td>uc_inf_fifo</td>
<td>unlimited buffering capability</td>
</tr>
<tr>
<td>uc_fifo</td>
<td>limited buffering capability</td>
</tr>
<tr>
<td>uc_rv_sync</td>
<td>rendezvous synchronization</td>
</tr>
<tr>
<td>uc_rv_uni</td>
<td>rendezvous synchronization with a data transfer</td>
</tr>
<tr>
<td>uc_rv</td>
<td>rendezvous synchronization with bidirectional data transfer</td>
</tr>
<tr>
<td>uc_arc_seq</td>
<td>producer and a consumer node of a SDFG</td>
</tr>
</tbody>
</table>

Table 1. HetSC channels

The HetSC channels included in table 1 implement the communication semantics associated with different Untimed MoCs. These channels are explained in the section 6.

5. MARTE subset required for modeling MoCs

The MARTE profile is the starting point of this methodology. It has the design concepts necessary to provide the system model with the necessary formal information. This formal information consists mainly of concurrent and communications aspects. This information is sufficient to establish the most abstract view, but this view is not enough. It is essential to add more information to the system model, in order to provide different semantics. Each different semantic establishes a specific approach and the corresponding HetSC specification is generated.

This design methodology is composed of three main elements namely concurrency elements, communication instances and encapsulate-functionality elements. The concurrency elements have the capacity to perform their own functionality concurrently, using transport-information elements to exchange data or to synchronize their execution flows among themselves. These elements are contained in encapsulated elements to provide the system with the necessary structure. The next step is to decide which elements of UML/MARTE are necessary to describe the system. The main task of this methodology is to express different communication semantics that implement the characteristics of a specific MoC. The communication semantics are understood under a specific MoC which clearly defines the relation among the different elements that compose a system. Therefore, these UML/MARTE elements have to be covered to provide a complete design methodology.

The main MARTE subprofile that is used in this methodology is the Generic Resource Modeling [2], whose main element is the Resource concept. It represents an entity (physical or logical) that offers services. Inheriting from this concept, this feature provides the two essential elements that form the backbone of the methodology, namely ConcurrencyResource and CommunicationMedia. A ConcurrencyResource represents an element that is capable of performing its associated flow of execution concurrently with others. The concurrency may be physical or logical. This resource represents a generic concurrent element where the hardware and software parts are not identified yet.

A CommunicationMedia is a resource that is in charge of the transport of information. It has several attributes as can be seen in figure 2. Just two of them are interesting for this methodology for now (in future work packetT is taken into account as well). elementSize expresses the size in bits of the elementary element that can be transmitted. transmMode defines the transmission mode. It could be simplex, half-duplex or full-duplex.

In addition, this MARTE chapter provides another two elements that will be necessary to add to the CommunicationMedia of essential extra information to implement different scenarios, with different communication semantics. StorageResource represents memory.
Thus, it contributes adding storage capacity to the CommunicationMedia. CommunicationEndPoint is an element that acts as a terminal for connecting and delivering data to a CommunicationMedia. It is characterized by the packetSize attribute that represents the size in bits of the elementary messages. This size may or may not correspond to the media element size.

High-Level Application Modeling (HLAM) [2] provides the RtService concept. This service has real-time features and has several attributes that are shown in figure 3. concPolicy defines the kind of concurrency of a behavioral feature. exekInd denotes the execution nature property of the service. synchKind expresses the synchronization mechanism of the service. The latter attribute is the most interesting for this methodology. The different values of the attribute are:

a. synchronous. The client waits for the end of the invoked behaviour before continuing its own execution.

b. asynchronous. The client does not wait for the end of the invoked behaviour before continuing its own execution.

c. delayedSynchronous. The client continues to execute and will synchronize later when the invoked behaviour returns a value.

d. rendezvous. The behaviour waits for the client to start executing.

e. other. Another synchronization policy.

The Generic Component Model (GCM) [2] provides the FlowPort element. This type of port is used for flow-oriented communication between components and it may relay incoming, outgoing or bidirectional flows. The direction attribute specifies the direction of the port. The Port can be in, out and inout. Depending on which type of port we have, the port will be represented by a specific symbol. For an outgoing atomic FlowPort the symbol is . For an incoming atomic FlowPort the symbol is . For bidirectional atomic flow, the symbol is .

Apart from these specific MARTE elements, the concept of Component has been included in this methodology, as an element which encapsulates the different functionalities that may make up the system. It contributes to denote the hierarchical structure of the system.

5.1 Application Restriction

In this section a set of rules are introduced to restrict the application of the stereotypes described to UML metamodel elements.

A CommunicationMedia (Figure 4) is a structured class. As a rule, it has two ports that have a provided interface since only it is allowed to connect two elements for a communication instance (there is an exception to this rule). Each port is stereotyped by FlowPort. This stereotype provide the direction of the data flow. Provided interfaces stereotyped by CommunicationEndPoint, denote these interfaces act as connecting terminals of the CommunicationMedia. Each CommunicationEndPoint has a single operation. This operation represents the behaviour that concurrent elements have to call to establish the communication. This operation is stereotyped by RtService to provide the necessary characteristics to model different communication semantics.

As an encapsulated element, a Component is a structured class. Internally, it is formed by a set of ConcurrentResource connected by set of CommunicationMedia. Additionally, a Component may be connected to several Components thus, it has the FlowPort with the corresponding required interfaces. Additionally, a Component can have a provided interface. This case is treated in the following sections.

6. Using MoCs for automatic MARTE-SystemC translation

Once the MARTE subset has been presented, the next is step is to explain how this subset has to be used to express the characteristics that each MoC has. To validate the model a functional execution of the description is required. From a UML/MARTE model, a process of transformation to the SystemC specification can take place since there is a clear and specific relation among the UML/MARTE modeling elements and the SystemC specification elements. This relation is explained in the following sections.
6.1 Methodology Foundations
As was mentioned previously, ForSyDe is the origin of this methodology. ForSyDe provides the essential concepts, such as, separation between computation and communication. This clear distinction is the “skeleton” of this design methodology.

Once the “skeleton” of the system model have been specified, the next step is to provide “identity” to this basic structure. The MARTE profile provides this “identity”. The MARTE profile has the necessary concepts to describe the concurrency and communication features at the most abstract level. Following the ForSyDe guidelines, a system should be conceived as a set of concurrent agents that are connected to exchange information. Therefore, the MARTE model should be composed of concurrent elements that are connected by communication instances that perform the data exchange. As a consequence, the basic system model is described by a set of ConcurrencyResource to denote these concurrent agents and CommunicationMedia as communication instances.

When the “identity” has been added to the “skeleton”, the next step is to enrich the system model with a set of nuances and features that provides the “personality” to the system model. The characteristics of the interaction among the concurrent agents should be understood under a certain MoC that provides this “personality”. The MoCs extend the semantic of the communication instances adding a set of characteristics that each MoC has. Therefore, it is necessary to be able to specify these MoC characteristics using MARTE. This early work attempts to specify the features of different Untimed MoCs [1].

6.2 Untimed MoC
In an Untimed model of computation, the time modeling is abstracted as a Causality relation [1]; the cause and the effects generated by the events that form a signal. The events communicated by the concurrent agents do not contain any timing information. The computation and the communication take an arbitrary and unknown amount of time. An order relation is denoted; the event sent first by the producer is received first by the consumer, but there is no relation among events that form different signals. Therefore, only the order of the data and the cause and effects are relevant. Kahn process networks [30], Communication Sequential processes [31] and Synchronous Data Flows [32] are the Untimed MoCs dealt with in this paper.

6.2.1 Kahn process network
In a Kahn process network a set of processes are communicating through the FIFO channels. The producer process writes in the channel using a non-blocking method while the consumer process needs a blocking read method. It forces the consumer to stall when no data is in the channel. There are two HetSC channels that implement the communication semantics of this MoC. uc_inf_fifo [28] is a channel with an unlimited buffering capacity. The channel uc_fifo [28] has a limited buffering capacity instead.

Both channels describe a unidirectional communication between two concurrent agents, where one is “the producer” and the other is “the reader”.

6.2.1.1 MARTE Description
To express the buffering capacity, the StorageResource has to be added to the communication instance. As all Resources types, they inherit the resMult attribute. In the storage scope, resMult represents how many basic storage units the communication instance has. The attribute elementSize of this stereotype represents the size of the element to store in bits and it should have the same value as the elementSize of CommunicationMedia. To express the uc_inf_fifo [28], the resMult attribute does not have any value. It represents a non-defining store capacity and, thus, it is understood as unlimited storage capacity. Otherwise, uc_fifo [28] is represented by means of resMult with a specific value. To maintain consistency in the communication, in the reader side, the attribute of the synchKind of the RtService should be synchronous since the reader must have received a value to continue its associated execution flow. On the producer side, synchKind is asynchronous. Additionally, the concPolicy attribute should be writer in both RtService to express that the call to these RtService produces internal changes in the CommunicationMedia; one concurrent element writes data and the second one remove the data.

6.2.2 Communicating Sequential Processes
The CSP MoC is supported as a network of processes where the communication primitive is the rendezvous, that is, a concurrent element waits for the rest to reach a certain point of its execution to synchronize. When this (or these) process(es) reach such a point, then all of them can go on executing. In this MoC, it is possible to come across three different channels to cover the different situations, such as synchronization with data transfer and only synchronization:

- **uc_rv_sync**, this channel performs rendezvous synchronization for a set of N (with N=2 or greater) concurrent agents. The process blocks if there are less than N-1 previous arrivals of the other N-1 concurrent agents. This channel performs no kind of data transfer among concurrent agents involved in the synchronization.

- **uc_rv_uni**, this channel performs rendezvous synchronization between two concurrent agents with a unidirectional data transfer.

- **uc_rv**, this channel performs rendezvous synchronization between two concurrent agents with a bidirectional data transfer. It is the only HetSC channel that implements this kind of communication.

6.2.2.1 MARTE Description
The main characteristic of CSP MoC is the synchronization among the execution flows of the processes. Synchronization is denoted by the values delayedSynchronous and rendezvous of the synchKind attribute. In this early work only the structure of the system is expressed. These two attribute values are essential to specify whether the concurrency elements involved in the communication only perform synchronization or synchronization with data transfer. However, to avoid inconsistent calls to the real-time services, the behaviour of the concurrent elements is described by means of an activity diagram, adding the concepts provided by the Time Modelling subprofile of MARTE. Additionally, a set of guidelines on how to use all these concepts should be provided. This work is on going and thus, it is not dealt with in this paper. In the context of this paper, delayedSynchronous and rendezvous attribute values provide the behaviour semantic that fits with the communication semantic of the corresponding HetSC channels. To express the communication semantics of the uc_rv_sync channel [28] (only
synchronization), rendezvous attribute should be the value in all RtService. This is the case where several concurrent elements can be connected to the same communication instance. The concPolicy attribute should be reader in both RTService.

When the synchronization is accompanied by the data transfer, there are two scenarios, unidirectional communication and bidirectional communication between two concurrency elements. In the case of unidirectional communication, uc_rv_uni [28], there are two different roles, “producer” and “consumer”. synchKind attribute of the “consumer” RtService has to be delayedSynchronous, the client continues to execute and will synchronize later when the invoked behaviour returns a value. Again, a definition of guidelines is necessary to prevent inconsistency in the use of this attribute. It is future work. In the “producer” RtService, synchKind attribute is rendezvous to denote synchronization. The concPolicy attribute should be writer in both RTService.

The main characteristic of the uc_rv channel is that it implements bidirectional communication. To express this communication semantic, the transmMode attribute of the CommunicationMedia is essential. transmMode has three possible values. In all cases where a unidirectional communication is established, the correct value of the transmMode attribute is simplex, which represents one-way communication of data. In this case, the FlowPorts of the communication instance are in for the producer side and for the reader side the Flowport is out. Bidirectional communication may be expressed by means of two values, half-duplex and full-duplex. These values describe two different communication semantics; full-duplex allows simultaneity in the communication and half-duplex does not. The value that fits with the communication semantics of the uc_rv is full-duplex since this HetSC channel allows a simultaneous communication. The corresponding Flowports are inout. The synchKind attribute of both RtService of the communication instance should be delayedSynchronous since this attribute value includes synchronization and a data transmission, which means the elements involved in the communication receive their expected data at a specific point in their execution flows. Again, the concPolicy attribute should be writer in both RtService.

**6.2.3 Synchronous Data Flow**

SDF MoC is represented as a network of computation nodes connected by arrows and with unidirectional communication (called SDF graph). Each arc comes only from one node and arrives only to one node. Each arc has two associated rates, a production and a consumption rate. The consumption node is triggered only when there are enough data in the input arcs, denoted by the consumption rate. In addition, it expresses the number of data consumed in each computation. Each input arc has enough tokens whenever it has at least a number of tokens available greater or equal to the input arc consumption rate. The tokens are processed and output arcs are written according to the production rates. The uc_arc_seq [28] is the HetSC channel that implements this communication semantics.

**6.2.3.1 MARTE Description**

To express the communication semantics of the SDF, it is necessary to model both consumption rate and production rate. Here, the StorageResource stereotype plays an essential role. This stereotype is associated with the communication media to denote the store capacity. However, in this MoC, this store capacity is understood to be the number of data that have to be stored in order to trigger the computation of the consumption node. The resMult of the StorageResource attribute specifies the consumer rate. The accumulated data are grouped in a packet. The size of this packet is denoted by the packetSize attribute of the CommunicationEndPoint of the “reader” side. On the other side, the producer rate is denoted by the packetSize attribute of its corresponding CommunicationEndPoint. The value of this attribute is a multiple of the elementSize attribute of the CommunicationMedia (and the StorageResource). This multiple is the producer rate. synchKind attribute is synchronous on the consumer side and asynchronous on the producer side. The concPolicy attribute should be writer in both RtService.

**6.3 Translation to SystemC elements**

Apart from the translation from a CommunicationMedia with a specific semantic to the corresponding HetSC channel, there are several elements of this methodology that have a straightforward transformation into SystemC elements as is shown in the table 2.

<table>
<thead>
<tr>
<th>UML/MARTE</th>
<th>SystemC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ConcurrencyResource</td>
<td>sc_thread</td>
</tr>
<tr>
<td>Component</td>
<td>sc_module</td>
</tr>
<tr>
<td>FlowPort</td>
<td>sc_port, sc_export</td>
</tr>
</tbody>
</table>

**Table 2**

In the HetSC methodology, the computation is mapped onto sc_thread, which is one of the concurrent units of SystemC. Therefore, ConcurrencyResource is transformed into sc_thread. sc_module is the SystemC element used to establish the hierarchy of the system. It is the way to identify independently functioning parts of the system. This is done by the UML Component in this methodology. All the elements have Flowports to establish the communication. Only the FlowPorts that are part of a Component are transformed into SystemC ports. Depending on the situation, a FlowPort is a sc_port or a sc_export. As a rule, all the Flowports of a Component corresponds to a sc_port, except in one case shown in Figure 6.

**Figure 6. Usage of Component**

Figure 6 shows a Component with a provided interface. This means that internally, the Component has a CommunicationMedia where only one provided interface of this communication instance is connected to an internal component element. The other interface implemented by this CommunicationMedia is offered by the Component to its environment. This situation enables the connection of a system element directly to the Component.
7. Conclusions
This paper proposes the use of MARTE to capture concurrency and communication in complex embedded systems. The proposed solution could enable formal descriptions based on ForSyDe to be obtained (this work is currently being done). A subset of UML/MARTE elements has been selected to cover two essential features, computation and communication. In addition, this paper explores the capabilities of the MARTE profile to create system models with specific, different communication semantics. These different communication semantics are understood under different untimed MoCs and are described through enriching the communications instances with additional communications features provided by another subset of MARTE. With these new features, the communication instances have the necessary information to be transformed into the corresponding HetSC channel. Moreover, additional UML/MARTE elements are used to describe the structure of the system. These elements have a straightforward translation to SystemC elements.

8. Future work
The work presented in this paper is still on-going. The aim is to provide the designer with a complete methodology to create models under different models of computation. The first approximation has been completed, but it is not enough. It is necessary to enrich the model with additional behavior semantics. To achieve this goal, the Time Modeling sub-profile [26][27] of MARTE will be used. The functionality of the ConcurrentResource will be expressed by means of Activity diagrams. However, these diagrams should be created under certain guidelines to respect the specific MoC semantics and so avoid possible inconsistency in the calls of the RtServices. Combining Time Modeling facilities and activity diagrams, the methodology will be complete and capable of expressing different MoCs. In addition, this paper has dealt with untimed MoC, but it will be extended to cover Synchronous MoCs. These MoCs have their corresponding HetSC channels to implement different communication semantics. The exploration of these new requirements will establish whether new MARTE elements are necessary.

9. Acknowledgements
Work supported by ICT project SATURN (FP7-216807).

10. References


