An Adaptive Method for Efficient Detection of Salient Visual Object from Color Images
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Abstract—This paper presents an efficient graph-based method to detect salient objects from color images and to extract their color and geometric features. Despite of the majority of the segmentation methods our method is totally adaptive and it do not require any parameter to be chosen in order to produce a better segmentation. The proposed segmentation method uses a hexagonal structure defined on the set of the image pixels and it performs two different steps: a pre-segmentation step that will produce a maximum spanning tree of the connected components of the visual graph constructed on the hexagonal structure of an image, and the final segmentation step that will produce a minimum spanning tree of the connected components, representing the visual objects, by using dynamic weights based on the geometric features of the regions. Experimental results are presented indicating a good performance of our method.
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I. INTRODUCTION

The problem of partitioning images into homogenous regions or semantic entities is a basic problem for identifying relevant objects. There is a wide range of computational vision problems that could use of segmented images, either at intermediate-level or at higher-level. However the problems of image segmentation and grouping remain great challenges for computer vision.

Image segmentation techniques can be distinguished into two groups, region-based, and contour-based approaches. Region-based segmentation methods can be broadly classified as either model-based [1] or visual feature-based approaches [2]. An important group of visual feature-based methods is represented by the graph-based segmentation methods, which attempt to search a certain structures in the associated edge weighted graph constructed on the image pixels, such as minimum spanning tree [3], or minimum cut [4]. Most graph-based segmentation approaches use color and texture models. However these homogeneity criteria have some drawbacks for object extraction in case of complex regions. In [5] a source of additional information denoted by the term of syntactic features is presented, which represent geometric properties of regions and their spatial configurations.

We develop a visual feature-based method which uses a grid-graph constructed on a hexagonal structure containing half of the image pixels in order to determine a forest of spanning trees for connected component representing visual objects. Image segmentation is realized in two distinct steps: a pre-segmentation step when only color information is used to determine an initial segmentation, and a syntactic-based segmentation step when we use both color and geometric properties of regions.

The novelty of our contribution concerns: (a) the hexagonal structure used in the unified framework for image segmentation, (b) an adaptive method to determine the thresholds used both in the pre-segmentation and in the final segmentation step, and (c) an automatic stoping criterion used in the final segmentation step.

The rest of the paper is organized as follows. The proposed segmentation method is presented in Sect. II. Experimental results are presented in Sect. III. Section IV concludes the paper and outlines the main directions of the future work.

II. PROPOSED APPROACH

In order to optimize the running time of segmentation algorithms we use a hexagonal structure constructed on the image pixels, as presented in Fig. 1. Each hexagon represents an elementary item and the entire hexagonal structure represents a grid-graph, $G = (V, E)$, where each hexagon $h$ in this structure has a corresponding vertex $v \in V$. The amount of memory space associated to the graph vertices is considerably reduced.

As in other graph-based approaches [3] we use the notion of segmentation of the set $V$. A segmentation $S$ is a partition of $V$ such that each component $C \in S$ corresponds to a connected component in a spanning subgraph $G_S = (V, E_S)$ of $G$, with $E_S \subseteq E$. For each determined component $C$ some color and geometric features will be determined and stored by the segmentation algorithms such as: the dominant color of the region associated to $C$, the set of the hexagons contained in the region, and the set of hexagons located at the boundary of the component.
A. Color-Based Segmentation

The first step of the segmentation algorithm uses a color-based region model and will produce a forest of maximum spanning trees corresponding to the determined regions. In this region model the evidence for a boundary between two regions is color-based and it represents the difference between the internal contrast of the regions and the external contrast between them.

We decided to use the RGB color space because it is efficient and no conversion is required. We use the perceptual Euclidean distance with weight-coefficients as proposed in [6], \( PED(e, u) = \sqrt{w_R(R_e - R_u)^2 + w_G(G_e - G_u)^2 + w_B(B_e - B_u)^2} \), where the weights for the different color channels, \( w_R, w_G \), and \( w_B \) verify the condition \( w_R + w_G + w_B = 1 \). Both notions of internal contrast of a component, and external contrast between two components are based on the dissimilarity between colors:

\[
egin{align*}
\text{ExtVar}(C', C'') &= \max_{(h_i, h_j) \in cb(C', C'')} w(h_i, h_j), \\
\text{IntVar}(C) &= \max_{(h_i, h_j) \in C} w(h_i, h_j),
\end{align*}
\]

where \( cb(C', C'') \) represents the common boundary between the components \( C' \) and \( C'' \). The maximum internal contrast between two components is defined as,

\[
\text{IntVar}(C', C'') = \max(\text{IntVar}(C'), \text{IntVar}(C'')) + \tau,
\]

where the threshold \( \tau \) is an adaptive value defined as the sum between the average of the color distances associated to edges and the standard deviation. The comparison predicate between two neighboring components, \( C' \) and \( C'' \), determines if there exists an evidence for a boundary between them by comparing the values \( \text{IntVar}(C', C'') \) and \( \text{ExtVar}(C', C'') \).

The color-based segmentation algorithm builds a maximum spanning tree for each determined region of the input image based on a modified form of the Kruskal’s algorithm, as presented in Alg. 1. The functions \( \text{FINDSET} \) and \( \text{UNION} \) used by the segmentation algorithm implement the classical operations for disjoint set data structures with union by rank and path compression. In addition the function \( \text{UNION} \) realizes specific operations for merging regions.

The running time of the color-based segmentation algorithm is \( O(n \log n) \), where \( n \) represents the number of the hexagons from the triangular grid, \( n = |V| \).

B. Syntactic-Based Segmentation

The syntactic-based segmentation algorithm uses a new graph, \( G' = (V', E') \), which is extracted from the segmentation produced in the pre-segmentation step. This graph has a single vertex for each connected component determined by the color-based segmentation algorithm. The final segmentation step uses a syntactic-based region model and will produce a forest of minimum spanning trees corresponding to the determined salient regions. The syntactic-based region model contains in this case in addition to color information some geometric properties of each region, such as the area of the region and the region boundary.

The dissimilarity function between the components is a weighted sum of four dissimilarity criteria, which can be written in vectorial form as \( w(C', C'') = \hat{k}^T d(C', C'') \), where \( \hat{k} \) is the normalized vector associated to a some vector of weights, \( k \in W^4 \), with \( W \) a some finite set of weights, and \( d(C', C'') \) is the vector of dissimilarities between two components, containing four components: the color dissimilarity \( d_{cl} \) as presented in the color-based model, the homogeneity dissimilarity \( d_{nh} \), the regularity dissimilarity \( d_{nr} \), and the compactness dissimilarity \( d_{co} \):

\[
\begin{align*}
\text{d}_{nh}(C', C'') &= \frac{\min(a(C'), a(C''))}{\max(a(C'), a(C''))}, \\
\text{d}_{nr}(C', C'') &= \frac{\min\{r(C'), r(C'')\}}{\max\{r(C'), r(C'')\}}, \\
\text{d}_{co}(C', C'') &= 1 - \frac{cb(C', C'')}{\min(p(C'), p(C''))},
\end{align*}
\]

where \( a(C) \) represents the area of the component \( C \), \( p(C) \) its perimeter, and \( r(C) \) is the factor of the regularity of \( C \), \( r(C) = \frac{p(C)}{p(C)} \), with \( p(C) \) representing the perimeter of a circle having the area \( a(C) \).

In order to define the pairwise comparison predicate between two components an adaptive weighted threshold is
computed. For each segmentation this threshold is associated to the average values of the four dissimilarity functions. Denoting the vector of average values by $\bar{f} \in \mathbb{R}^4$ the weighted threshold, $th^k$, associated with a weighted vector $k$ can be written in vectorial form as $th^k = k^T \bar{f}$. The comparison predicate between two neighboring components, $C'$ and $C''$, is defined now as the difference between the values $w^k(C', C'')$ and $th^k$.

Algorithm 2 implements the syntactic based segmentation. At each iteration the function GENPART is used to generate the subsequences of segmentations that use the same vector of weights $k$ and the same threshold $th^k$. This function is presented in Alg. 2 and it is a generalized Greedy algorithm for constructing minimum spanning trees based on a modified form of the Borůvka’s algorithm [7]. At each iteration the contraction of the tree over all the edges that appear in the minimum spanning tree is performed by the function CONTRACTGRAPH.

<table>
<thead>
<tr>
<th>Algorithm 2 Syntactic-based segmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: $count \leftarrow 0$</td>
</tr>
<tr>
<td>2: repeat</td>
</tr>
<tr>
<td>3: $G \leftarrow GENPART(G, th^k, newPart)$</td>
</tr>
<tr>
<td>4: if newPart then</td>
</tr>
<tr>
<td>5: $count \leftarrow 0$</td>
</tr>
<tr>
<td>6: $k \leftarrow [1111]^T$</td>
</tr>
<tr>
<td>7: end if</td>
</tr>
<tr>
<td>8: $th^k \leftarrow MODIFYWEIGHTS(G, k)$</td>
</tr>
<tr>
<td>9: $count \leftarrow count + 1$</td>
</tr>
<tr>
<td>10: NEXTKVECTOR($k$)</td>
</tr>
<tr>
<td>11: until $count =</td>
</tr>
</tbody>
</table>

Because the last graph generated by GENPART can not be further contracted the dissimilarity vectors of functions associated to the edge weights are not modified. In order to restart the process the function MODIFYWEIGHTS is used to recalculate the new weighted threshold. The values for the weighted vector $k$ are sequential determined by NEXTKVECTOR in the lexicographic order in order to realize a stopping criterion for the algorithm: the last graph can not be modified for all distinct values of the weighted vectors $k \in W^4$ and another partition can not be determined.

As in the case of color-based segmentation, the running time of the syntactic-based segmentation algorithm is $O(n^' \log n^')$, where $n'$ represents the number of the components determined by the color-based step.

Syntactic-based segmentation step allow to automatically segment images into large, salient, regions that generally correspond to objects or images, avoiding the creation of regions spanning more than one semantic object.

### III. Experimental Results

The evaluation of the proposed segmentation method is performed with a quantitative contour-based measure, the precision-recall metric [8]. We include for comparison the segmentation results obtained with other three alternative segmentation algorithms: Mean-Shift [9], Local Variation [3], and Normalized Cuts [10]. These algorithms were chosen because they are representative for current methods in image segmentation, and because implementations of the algorithms are available. We evaluate the performance of the selected algorithms on the Berkeley Segmentation Database (BSD) [11]. We implemented our precision-recall framework instead of use the segmentation benchmark of Berkeley because the contours of the visual objects determined by our method are binary images while Berkeley segmentation benchmark encourage soft boundary representation where pixels have attached a probability of membership to object contours.

Let $B$ represent the boundary point set derived from a segmentation and $G^B$ the boundary ground truth. Denoting by $\text{match}_e(B)$ the number of pixels from $B$ that have a suitable match in $G^B$ within a circle with a radius $\epsilon$, and with $\text{match}_e(G^B)$ the number of pixels from $G^B$ that have a suitable match in $B$, the following values are determined: $P_e = \frac{\text{match}_e(B)}{|B|}$, and $R_e = \frac{\text{match}_e(G^B)}{|G^B|}$. Precision and Recall can combined in a single quality measure, the $F-$measure, defined as their harmonic mean, $F_e = \frac{2P_eR_e}{P_e+R_e}$.

We use for evaluation the test set of 100 images. Because our method is adaptive we determine the average values for $P$ and $R$ for the test set of images. Because the other evaluated methods are parameterized we use 15 different values for parameters as follows: For Normalized Cuts we tested the input parameter (the desired number of regions) within $[3; 15]$. For Local Variation we tested the
input parameter \( k \) (that controls the size of the regions in the resulting segmentation) within \([100; 1000]\). Mean-Shift algorithm has two main parameters: the spatial bandwidth, and the range bandwidth. We tested this algorithm with two values within \([8; 20]\) for range bandwidth and for five values within \([4; 10]\) for spatial bandwidth. We obtained one curve in the Precision-Recall diagram for each of the three methods and we retained for each curve one point \((P, R)\) which represents the best \( F - measure \). For the Performance measure we retained also the maximum value for each sequence of values.

Figure 2 represents the precision-recall diagram associated with the evaluated segmentation methods using the radius \( \epsilon = 3 \). It can be observed that the \( F \) value of our method (denoted by SOD) dominates all the maximum \( F \) values of the others methods.

![Figure 2. Global evaluation using precision-recall for \( \epsilon = 3 \)](image)

Our method works well on the images from BSD. Table I presents averages values for running time in the case of the four evaluated methods.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SOD</th>
<th>LV</th>
<th>MS</th>
<th>NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. time (seconds)</td>
<td>0.7</td>
<td>0.5</td>
<td>1.9</td>
<td>22.6</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

In this paper we presented a new graph-based method for determining of visual objects from color images. The distinctive features of our approach are the following: (a) the hexagonal structure used in the unified framework for image segmentation, (b) an adaptive method to determine the thresholds used both in the pre-segmentation and in the segmentation step, and (c) an automatic stoping criterion used in the segmentation steps. Our experiments demonstrate the good performance of the proposed method. Future work will be carried out in the direction of integrating syntactic visual information into a semantic level of a semantic image processing and indexing system.
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