THREE-VIEW DENSE DISPARITY ESTIMATION WITH OCCLUSION DETECTION
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ABSTRACT

An algorithm for disparity estimation with energy-based variational regularization using three image views is presented. In the new algorithm, dense disparity maps, including the disparity values for feature points, are first estimated by phase-based methods. Then a set of coupled partial differential equations (PDEs) are solved to refine these disparity maps together with the feature information. The visual appearance of the refined disparity is better than that of the results using similar variational regularization involving only one stereo pair of images. In addition, a new effective occlusion detection scheme is presented with good results.

1. INTRODUCTION

Recently variational regularization and partial differential equation (PDE) approaches have been increasingly applied to disparity estimation of stereo and multiview images [1][2]. In [1] as well as other similar approaches for small-baseline stereo, usually a coarse disparity map estimated by area-based methods like the block correlation is used as initialization to the PDE, which is solved iteratively as a refinement process for the disparity. The refinement can give good results under the condition that the coarse disparity has enough accuracy; otherwise the iterative process in solving the PDE is very likely to fall into local minima. However, the area-based methods for disparity estimation are not robust. They will cause problems in areas with strong features as well as in areas with slanted surfaces, and are also sensitive to brightness variations. Another inconvenience for the area-based methods is that the block size needs to be adjusted for images with different feature densities.

During the last decade, another class of approaches for disparity estimation called phase-based methods has been developed, e.g., [3]. The methods which belong to this class use the local phase information of the images to find the disparity. They are more robust to different texture levels and slanted surfaces, less sensitive to brightness variations, and could give better results than the area-based methods without adjusting the support region of each Gabor filter.

Most of the algorithms for disparity estimation only deal with the case of two-view stereo. As shown in [4][5], one approach to increase the precision of disparity estimation for small-baseline stereo is to use multiple-baseline or multiview stereo sequences. We use this approach with three equally spaced images in this paper. However, instead of using the area-based sum of squared-difference (SSSD) as used in [4][5], we use the robust phase-based methods combined with some feature information to obtain a coarse disparity map. For the refinement, unlike the approaches in [4][5], we are using the variational PDE approach which takes into account the inter-relation of different disparity maps for the refinement of the disparity, and treats the feature information separately in the refinement process to keep the object boundaries clear. The difference of our approach with that of in [2] is that we are dealing with small-baseline parallel stereo sequences, while the approach in [2] handles wide-baseline multiview images with quite different directions and therefore does not take into account the inter-relation of different disparities as a constraint. This paper presents this novel disparity estimation algorithm based on three views along with a new occlusion detection scheme based on the results of the refined disparity.

2. PROBLEM FORMULATION

In this paper, we suppose that three images are taken along a straight line with approximately equal distance between any two consecutive camera positions. The optical axes are perpendicular to the straight line and thus result in an equi-baseline stereo sequence containing three images. As shown in Fig. 1, let the three images be denoted by $I_l$, $I_{r_1}$ and $I_{r_2}$, from left to right. $d_1(x, y)$ represents the disparity map for the pixels in $I_l$ to $I_{r_1}$, i.e., $I_l(x, y) = I_{r_1}(x - d_1(x, y), y)$, as indicated in Fig. 1 for $d_1(x, y)$ with the arrow; there is a similar definition for the other disparity maps $d_2(x, y)$ and $d_3(x, y)$. We assume that the vertical disparity is zero. In two-view stereo matching, to estimate $d_1(x, y)$, only one image pair ($I_l$ and $I_{r_1}$) is used. Now, with the additional image $I_{r_2}$, we will try to increase the precision
of $d_1(x, y)$ by using the information from the other disparity maps. Because these disparity maps are inter-related by $d_1(x, y) + d_2(x - d_1(x, y), y) = d_3(x, y)$, this coupling relation can bring additional constraints to the refinement process and should increase the accuracy of the estimate of $d_1(x, y)$.

3. DISPARITY ESTIMATION WITH VARIATIONAL REFINEMENT

For the estimation of $d_1(x, y)$, $d_2(x, y)$ and $d_3(x, y)$, we first do the coarse matching for each of them separately using the Gabor transform. Then the refinement will be performed using a combined energy functional containing $d_1(x, y)$, $d_2(x, y)$ and $d_3(x, y)$.

3.1. Stereo Matching Using Gabor Transform

The method that we used for a coarse estimation of the disparity using the Gabor transform is mainly based on the algorithm in [3], in which a set of quadrature-pair Gabor filters are used. Each quadrature-pair Gabor filter is a set of discretized samples of a Gabor function with different tuning frequencies, and is used for the filtering of the stereo images to obtain the approximate Gabor transform coefficients at those frequencies. In addition to Gabor filtering, the images are also filtered by Sobel masks to obtain the Sobel coefficients of each pixel. Assume that the outputs of the $k^{th}$ Gabor filter pair are $G^k_1(x, y)$ and $G^k_2(x, y)$ for the left and right images respectively; the Sobel coefficients are $S^l_1(x, y)$ and $S^r_1(x, y)$ in $x$ direction, $S^l_2(x, y)$ and $S^r_2(x, y)$ in $y$ direction, for the left and right images respectively. Then the disparity $\hat{d} \in [0, d_{\text{max}}]$ for a position $(x, y)$ in the left image is determined as:

$$\hat{d}(x, y) = \arg \min_d \left\{ \sum_k \left[ |\text{Re}\{G^k_l(x, y)\} - \text{Re}\{G^k_r(x-d, y)\}| + |\text{Im}\{G^k_l(x, y)\} - \text{Im}\{G^k_r(x-d, y)\}| \right. \\
+ w_s |S^l_1(x, y) - S^r_2(x-d, y)| \\
+ w_s |S^l_2(x, y) - S^r_1(x-d, y)| \right\}$$

(1)

where $\text{Re}\{G^k_l(x, y)\}$ and $\text{Im}\{G^k_l(x, y)\}$ are the real and imaginary parts of $G^k_l(x, y)$, and similarly for $G^k_r(x, y)$; $S^l_1$ is the indicator function which indicates if $S^l_1 = \sqrt{S^2_{l, x} + S^2_{l, y}}$ is larger than a threshold $\tau$, and $w_s$ is a weighting coefficient. Therefore, for those edge pixels in the left image whose Sobel coefficients are larger than $\tau$, their disparities are estimated by comparing Sobel coefficients in addition to Gabor coefficients. This made the disparities for such pixels more reliable, while the disparities for non-edge pixels are estimated only based on their Gabor coefficients. The reason for distinguishing feature points is that we wish to suppress the smoothing of these pixels in the refinement stage in order to keep the object contours clear.

3.2. Refinement with Variational Regularization

The data fidelity term for $d_1(x, y)$ and $d_3(x, y)$ which is part of the energy functional we need to minimize in a multi-
baseline framework is
\[
ED(d_1, d_3; d_2) = \iint \left\{ [I_l(x, y) - I_r1(x - d_1(x, y), y)]^2 + [I_l(x, y) - I_r2(x - d_3(x, y), y)]^2 \right\} dx \, dy
\]  
(2)

where the integration is with respect to the left image \(I_l\). There are three squared terms in the integrand. The first term is just the data fidelity term used in disparity estimation involving only one stereo pair, while the following two extra data fidelity terms come from the additional third image for our multi-baseline stereo case. Since disparity estimation is an ill-posed inverse problem, additional constraints are needed to regularize the disparity estimates. We used variational regularization to control the smoothing of disparity variations.

Variational regularization has had extensive application in optical flow estimation, as well as for disparity estimation [1][2]. The idea is to control the smoothing of disparity variations using the values of image gradients. When the value of image gradient is low the disparity would be smoothed, while the smoothing process is stopped when the value of image gradient is high, which represents a possible object boundary. The functional we used for the regularization of \(d_1(x, y)\) is
\[
E_R(d_1) = \iint \left\{ \frac{1}{(1 + I_{l,x}^2)^2} d_{1,x}^2 + \frac{1}{(1 + I_{l,y}^2)^2} d_{1,y}^2 \right\} dx \, dy
\]  
(3)

where \(d_{1,x}\) and \(d_{1,y}\) are derivatives of \(d_1(x, y)\) in \(x\) and \(y\) directions respectively, and similarly for \(I_{l,x}\) and \(I_{l,y}\). Since the disparity \(d_3(x, y)\) is also directly involved in (2) with respect to the left image \(I_l\), another regularization term which is the same as (3) but with respect to \(d_3(x, y)\) is also used. In addition, the inter-relation among \(d_1(x, y)\), \(d_2(x, y)\) and \(d_3(x, y)\), i.e., \(d_1(x, y) + d_2(x - d_1(x, y), y) = d_3(x, y)\), brings further constraint to the three disparity maps. Thus, we can write the final regularization functional for the data fidelity term (2) as
\[
E_R(d_1, d_3; d_2) = E_R(d_1) + E_R(d_3)
\]  
(4)

where \(E_R(d_1)\) and \(E_R(d_3)\) are
\[
E_R(d_1, d_3; d_2) = \iint \left\{ d_1(x, y) + d_2(x - d_1(x, y), y) - d_3(x, y) \right\}^2 dx \, dy
\]

The overall energy functional to be minimized for \(d_1(x, y)\) and \(d_3(x, y)\) is
\[
E(d_1, d_3; d_2) = ED(d_1, d_3; d_2) + \lambda E_R(d_1, d_3; d_2),
\]  
(5)

where \(\lambda\) is a regularization parameter.

The minimization of \(d_1(x, y)\) and \(d_3(x, y)\) is achieved by applying a gradient descent method to solve the associated Euler-Lagrange equations of (5) with respect to \(d_1(x, y)\) and \(d_3(x, y)\):
\[
\frac{\partial ED}{\partial d_1} = [I_l(x, y) - I_r1(x - d_1(x, y), y)] \times I_{r,1,x}(x - d_1, y)
\]
\[
+ [I_r1(x - d_1, y) - I_r2(x - d_1 - d_2(x - d_1, y), y)] \times [I_{r,2,x}(x - d_1, y) - [1 - d_{2,x}(x - d_1, y)] - I_{r,1,x}(x - d_1, y)]
\]
\[
+ \lambda \alpha [d_1 + d_2(x - d_1, y) - d_3] \times [1 - d_{2,x}(x - d_1, y)]
\]
\[
- \lambda \beta \left( \frac{\partial}{\partial x} \left[ d_{1,x} (1 + I_{l,x}^2) \right] + \frac{\partial}{\partial y} \left[ d_{1,y} (1 + I_{l,y}^2) \right] \right),
\]  
(6)

\[
\frac{\partial ED}{\partial d_2} = [I_l(x, y) - I_r1(x - d_1, y)] \times I_{r,2,x}(x - d_2, y)
\]
\[
+ [I_r1(x - d_1, y) - I_r2(x - d_1 - d_2(x - d_1, y), y)] \times [I_{r,2,x}(x - d_1, y) - [1 - d_{2,x}(x - d_1, y)] - I_{r,1,x}(x - d_1, y)]
\]
\[
+ \lambda \alpha [d_1 + d_2(x - d_1, y) - d_3] \times [1 - d_{2,x}(x - d_1, y)]
\]
\[
- \lambda \gamma \left( \frac{\partial}{\partial x} \left[ d_{2,x} (1 + I_{l,x}^2) \right] + \frac{\partial}{\partial y} \left[ d_{2,y} (1 + I_{l,y}^2) \right] \right),
\]  
(7)

Along with the refinement process of \(d_1(x, y)\) and \(d_3(x, y)\), \(d_2(x, y)\) also needs to be updated. This was done by solving the Euler-Lagrange equation of \(d_2(x, y)\) associated with the data fidelity and regularization functionals between \(I_1\) and \(I_2\):
\[
\frac{\partial d_2}{\partial t} = [I_1(x, y) - I_2(x - d_2, y)] \times I_{2,2,x}(x - d_2, y)
\]
\[
- \lambda \left( \frac{\partial}{\partial x} \left[ d_{2,x} (1 + I_{l,x}^2) \right] + \frac{\partial}{\partial y} \left[ d_{2,y} (1 + I_{l,y}^2) \right] \right),
\]  
(8)

Thus, (6), (7) and (8) form a set of coupled PDEs, and the refinement of \(d_1(x, y)\) is achieved via (6) with the updates of \(d_2(x, y)\) and \(d_3(x, y)\) from (8) and (7). In the refinement process, the disparity values for the feature points previously identified are kept unchanged, since these values from previous estimation by phase methods already have high reliability. The reason for this is because that we found in our previous experiments, as well as in other literature, that with the increasing number of iterations in solving the PDEs, the object contours would get more and more blurred, and some thin objects like the handle of the lamp in Tsukuba as well as the twigs in Flower Garden could get faded out. From the final results of refinement, as shown in Fig. 4(a) for Tsukuba and Fig. 5(a) for Flower Garden, we find that the object boundaries are well preserved, while those noisy areas in coarse disparity maps get smoothed. The number of iterations we used is 2000. Also, by comparing with our other refinements involving only one pair of stereo images, as shown in Fig. 6, the refinements using three images can give perceivable improvement in some areas with object contours.

### 4. Occlusion Detection

The occlusion mask \(o_1(x, y)\) for \(d_1(x, y)\) was obtained from the fact that, for disparity of the left image, occlusions oc-
cur along the left side of an object. Thus we can search the area where the horizontal disparity derivative is larger than a threshold. Once we found that the magnitude of the $x$-derivative of the intensity for a pixel which lies to the right of the detected disparity derivative is larger than another threshold, then this pixel will be determined as an object boundary, and the pixels to the left of this boundary pixel will be labeled as occluded pixels. The number of occluded pixels to be labeled is determined by the value of the disparity difference where the horizontal disparity derivative being larger than a threshold occurs. The results of $d_1(x, y)$ with $o_1(x, y)$ are shown in Fig. 4(b) for Tsukuba and Fig. 5(b) for Flower Garden.

5. CONCLUSION AND FUTURE WORK

We have developed a new algorithm to increase the precision for disparity estimation in a multi-baseline variational regularization framework, as well as an effective occlusion detection scheme. The experimental results show that our algorithm is robust for images with different features. From the visual effects of the disparity maps with occlusion detected, our algorithm appears to be helpful for both 3D model construction from stereo images, and view interpolation. Since for disparity estimation, especially with occlusion, there is no standard way to give a quantitative performance measure, in this paper, we only judge the improvement that our new algorithm brings by visual effects in the disparity maps with occlusion. In the future, we will further develop a refinement functional involving occlusion masks, and apply the algorithm to multi-baseline stereo with more images, so that novel views can be rendered and compared to existing images to obtain a final performance measure.

6. ACKNOWLEDGEMENTS

This work was supported by the Natural Sciences and Engineering Research Council of Canada under the research network LORNET.

7. REFERENCES


