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Abstract

In this work, we consider the problem of particle source identification from distributed electron density measurements in fusion plasmas, such as the ones obtained in Tore Supra tokamak. A transport model, suitable for identification purposes, is first proposed based on a simplification of classical particle transport models. We then derive a quasi-steady state (QSS) description, which is shown to converge exponentially towards the true solution. Finally, an identification method is proposed based on the QSS model and a shape approximation of the source term. Tore Supra data is used to illustrate the different results with experimental measurements.

1. INTRODUCTION

Recent developments in control theory and controlled thermonuclear fusion research are naturally leading to research topics of common interest that are particularly challenging for both scientific communities. For example, new modeling and identification tools are needed for the understanding and analysis of complex physical phenomena that occur in thermonuclear fusion. The representation (qualitative and quantitative) of particles transport at the plasma edge is an example of such topics.

Tokamak experiments, such as Tore Supra or JET, are equipped with Lower Hybrid (LH) antennas to heat the plasma and create the toroidal current. The LH waves are recognized as the most efficient non-inductive current drive sources and their use is forecasted for ITER experiment. The efficiency of such antennas is strongly related to our ability to ensure an appropriate coupling between the waves on the plasma, which directly depends on the electron density in a region called the scrape-off layer (SOL), located between the last closed magnetic surface (the separatrix) and the wall. This region, as well as the key elements discussed in this paper, are depicted in Fig. 1. The importance of local density control in the SOL is discussed in [1], where dedicated experimental conditions are established for long distance shots (plasma experiments) on Tore Supra. It is further emphasized in [2], where the coupling efficiency is improved thanks to gas puffing in front of the launcher on JET (reduced reflected power). A first attempt to control the coupling between LH and the SOL is proposed in [3], based on a scalar model.

\begin{figure}[h]
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\includegraphics[width=0.8\textwidth]{Fig1.png}
\caption{SOL, limiter and LH launcher in a tokamak cross section (i.e. Tore Supra).}
\end{figure}

The electron density in the SOL is directly influenced by the LH input power $P_{LH}$ [1]. Indeed, a small but significant part of this power is absorbed in the plasma edge during the wave propagation to the core. A possible effect of this absorption is the gas ionization, which results in an increased electron density. This suggests that $P_{LH}$ is a key parameter for the local control of the electron density, and consequently for the coupling efficiency, which motivates the development of new modeling tools based on experimental measurements. On Tore Supra, the electron density is measured by using a microwave reflectometer that has both a good spatial ($r \approx 1\, \text{cm}$) and temporal resolution ($t \approx 2\, \text{ms}$ for the shot considered).
The aim of this paper is to develop an identification method for determining the source term, i.e. the number of electrons created per unit time and volume, when the high frequency heating is switched on. To achieve this, we derive a particle transport model for the area of non-confined plasma (SOL) and develop an appropriate parametric identification method for distributed systems, based on the reflectometer measurements. The resulting algorithm then provides an efficient tool for analyzing the coupling associated with the electron density in the SOL, even if the detailed physical relationships are unknown.

Our approach is based on a quasi-steady-state (QSS) approximation of the diffusive transport phenomena. The density is considered as the boundary layer while the source term is supposed to have relatively smooth variations. A similar approach has been presented, in the feedback control framework, in [4]. The QSS model is then used to set an optimal shape identification method for the source term. The identification algorithm is validated on a Tore Supra shot that has been specifically set for such research (LH power modulation).

The paper is organized as follows. First, the simplified particle transport dynamics is presented in Section 2, along with some background on classical models. The QSS approximation and the convergence analysis are then detailed in Section 3. Finally, the identification method based on shape estimation is derived in Section 4.

2. SIMPLIFIED TRANSPORT MODEL

The aim of this section is first to present classical models that are used in thermonuclear fusion to determine the particle transport. Thanks to specific hypotheses associated with the physical properties of the SOL, we then propose simplified model that will be used for the particle source identification.

2.1. Energy conservation

The temperature and density behavior are generally set by the transport equation:

\[ \frac{3}{2} \frac{\partial n T}{\partial t} = \nabla (n \chi \nabla T) + S_T \] (1)

where \( n(x, t) \) is the density, \( \chi(x, t) \) is the temperature diffusivity and \( S_T(x, t) \) corresponds to heat sources. Various approaches have been proposed for the computation of \( \chi \) and \( S_T \) but their number illustrates the difficulty to model the heat diffusion for tokamak plasmas. Some existing fitting laws provide for the volume average temperature estimation [5] but traditional fitting curve methods are strongly dependent on the operating conditions.

2.2. Linearized model

If we consider relatively small variations \( \tilde{n}(x, t) \) and \( \tilde{T}(x, t) \) of the temperature and density around their averaged value \( n_0(x) \) and \( T_0(x) \), we have that:

\[ n(x, t) = n_0(x) + \tilde{n}(x, t), \quad T(x, t) = T_0(x) + \tilde{T}(x, t). \]

The conservation law can then be expressed using the linearized model [6, 7]:

\[
\mathcal{A} \frac{\partial}{\partial t} \begin{bmatrix} \tilde{n} \\ \tilde{T} \end{bmatrix} = \begin{bmatrix} S \\ Q \end{bmatrix} u(t) + \mathcal{P} \begin{bmatrix} \tilde{n} \\ \tilde{T} \end{bmatrix} + \nabla \cdot \mathcal{V} \begin{bmatrix} \tilde{n} \\ \tilde{T} \end{bmatrix} + \nabla \cdot \mathcal{D} \begin{bmatrix} \tilde{n} \\ \tilde{T} \end{bmatrix} \]
\] (2)

where \( S \) and \( Q \) denote the particle and heat sources,

\[
\mathcal{A} = \begin{bmatrix} 1/T_0 & 0 \\ \frac{1}{2} T_0 & \frac{1}{2} n_0 \end{bmatrix}, \quad \mathcal{P} = \begin{bmatrix} \frac{\partial S}{\partial n} & \frac{\partial S}{\partial T} \\ \frac{\partial Q}{\partial n} & \frac{\partial Q}{\partial T} \end{bmatrix},
\]

\[
\mathcal{V} = \begin{bmatrix} \mathcal{V}_{nn} & \mathcal{V}_{nT} \\ \mathcal{V}_{Tn} & \mathcal{V}_{TT} \end{bmatrix}, \quad \mathcal{D} = \begin{bmatrix} \mathcal{D}_{nn} & \mathcal{D}_{nT} \\ \mathcal{D}_{Tn} & \mathcal{D}_{TT} \end{bmatrix},
\]

with \( \mathcal{V}_{ij} \) and \( \mathcal{D}_{ij} \), \( i, j \in \{ n, T \} \) the second order gradients.

2.3. Density behavior in the SOL

In the scrape-off layer, we can simplify the previous model thanks to the following hypotheses:

- the convective effects are neglected, i.e. \( \mathcal{V} = 0 \);
- the density gradients play a more important role than the temperature gradients in the sink term: \( \partial S / \partial T \ll \partial S / \partial n \);
- similarly, we also consider that \( \mathcal{D}_{nT} \ll \mathcal{D}_{nn} \);
- the diffusivity term \( \mathcal{D}_{nn} \) is constant.

The linearized model (2) is then simplified, for the density dynamics, as:

\[
\frac{\partial \tilde{n}}{\partial t} = S u(t) + \frac{\partial S}{\partial n} \tilde{n} + \mathcal{D}_{nn} \frac{\partial^2 \tilde{n}}{\partial r^2}.
\]

Considering the static case without sources, the transport coefficients \( \partial S / \partial n \) and \( \mathcal{D}_{nn} \) can be related to the model proposed in [8]. The final model is described by the dynamics:

\[
\frac{\partial \tilde{n}}{\partial t} = D_\perp(t) \frac{\partial^2 \tilde{n}}{\partial r^2} + \frac{c_s(t, r)}{2 L_c(t, r)} \tilde{n} + S(t, r) \] (3)
where $D_L$ is the cross-field diffusion coefficient (typically $\sim 1 \text{ m}^2\text{s}^{-1}$), $c_s$ is the sound speed, $L_c$ is the connecting length along the flux tube to the flow stagnation point and $S = S_I + S_{LH}$ reflects the particle source induced by the limiter $S_I$ and the LH antenna $S_{LH}$. The sound speed can be approximated as $c_s \approx \sqrt{(T_e + T_i)/m_i}$, where $T_e$ and $T_i$ are the electron and ion temperatures, and $m_i$ is the ion mass. The mass ratio $T_i/T_e$ is obtained thanks to the experimental measurements described in [9]. $L_c$ is deduced from the safety factor $q$ (which typically varies by 10 % in the SOL) as $L_c = 2\pi r_q$.

A Neumann boundary condition $\partial \tilde{n}(0, t) / \partial r = 0$ is set close to the center while a Dirichlet one $\tilde{n}(L, t) = \tilde{n}_L(t)$, where $\tilde{n}_L(t)$ is given by the measurements, governs the plasma edge. Note that $r = 0, L$ denote relative coordinates with respect to the model domain of validity (i.e. $r = 0$ at the separatrix location). The data set considered in this paper is characterized by repeated LH impulses, which highlight the impact of LH antenna.

2.4. Problem statement

The problem considered in this paper is to determine $S(r, t)$ in (3) from the given signals of $n(r, t)$. The transport parameters (supposed constant according to the quasi-steady state behavior described in the next section) $D_L, c_s$ and $L_c$ are obtained from existing models and measurements.

3. QUASI-STEADY STATE BEHAVIOR

The model (3) belongs to a more general class of transport systems that involves diffusion, mass losses and a distributed source. We suppose that averaged values of diffusion and sink terms can provide for a good enough approximation. Taking into account the fact that we are interested in the averaged impact of the source term, its time-scale is denoted by $t'$. Using the subscripts $t$ and $x$ to denote the time and space derivatives, respectively, where $x = r/L \in [0, 1]$ is the normalized radius, the class of systems considered can be described as:

\[
\begin{cases}
   \tilde{n}_t(x, t) = \alpha \tilde{n}_x(x, t) - \gamma(t') \tilde{n}(x, t) + S(x, t'), \\
   \tilde{n}_x(0, t) = 0, \quad \tilde{n}_x(1, t) = \tilde{n}_L(t), \\
   \tilde{n}(x, 0) = \tilde{n}_0,
\end{cases}
\]

where $\alpha = D_L/L_c^2$ is the diffusion, $\gamma = c_s/(2L_c) > 0$ is the sink term and $\tilde{A}(t) = \int_0^L A(x, t) dx$.

In this section, we investigate the transport model’s properties along the lines suggested in [4] in a control design framework. More precisely, we suppose slow variations on the time-scale of the input $t'$ to determine the quasi-steady state behavior of (4). It is then shown that the true model converges exponentially towards its equilibrium value.

3.1. Quasi-steady state (QSS) solution

In order to find the QSS of (4), we consider the variables in the time-scale $t'$ as constant and determine the steady-state behavior of $\tilde{n}$. The model considered consequently writes as:

\[
\begin{cases}
   \alpha \tilde{n}_x = -\gamma \tilde{n}_x + S, \\
   \tilde{n}_x(0, t) = 0, \quad \tilde{n}_x(1, t) = \tilde{n}_L(t').
\end{cases}
\]

The homogeneous solution $\tilde{n}_{eh}$ is determined by setting $S = 0$, which implies the solution:

\[
\tilde{n}_{eh}(x, t') = k_1(t') \cosh \lambda x + k_2(t') \sinh \lambda x,
\]

with $\lambda(t') \equiv \sqrt{\gamma/\alpha}$. Applying the boundary conditions to the previous equation, the constant coefficients are $k_1(t') = \tilde{n}_L(t') / \cosh \lambda$ and $k_2(t') = 0$. Note that this homogeneous solution can be used to compute the density profile $n_0(x)$ based on averaged experimental measurements of the boundary conditions.

The distributed source is taken into account thanks to the variation of parameters method (created by Lagrange and available in classical textbooks, such as [10]) by considering the set of solutions:

\[
\tilde{n}_{eh}(x, t') = u_1(x, t') \cosh \lambda x + u_2(x, t') \sinh \lambda x.
\]

The non-homogeneous solution is obtained as follows. Substituting the previous equation into (5) and assuming that

\[
0 = \frac{\partial u_1}{\partial x} \cosh \lambda x + \frac{\partial u_2}{\partial x} \sinh \lambda x,
\]

\[
- \frac{1}{\sqrt{\alpha}} S = \frac{\partial u_1}{\partial x} \sinh \lambda x + \frac{\partial u_2}{\partial x} \cosh \lambda x,
\]

with the previous definition of $\lambda$, then $u_1$ and $u_2$ are given as

\[
u_1(x, t') = \frac{1}{\sqrt{\alpha}} \int_0^x \sinh(\lambda \eta) S(\eta, t') d\eta,
\]

\[
u_2(x, t') = -\frac{1}{\sqrt{\alpha}} \int_0^x \cosh(\lambda \eta) S(\eta, t') d\eta.
\]

We then obtain:

\[
\tilde{n}_{eh}(x, t') = \frac{1}{\sqrt{\alpha}} \int_0^x \sinh[\lambda(\eta - x)] S(\eta, t') d\eta.
\]
Solving for the boundary conditions, the QSS behavior is finally given by:

\[
\tilde{n}_{eq}(x,t') = \frac{\tilde{n}_e - C(S)}{\cosh \lambda x} \cosh \lambda x + \frac{1}{\sqrt{\alpha \gamma}} \int_0^x \sinh[\lambda(\eta - x)]S(\eta, t')d\eta,
\]

with \(C(S) \equiv \frac{1}{\sqrt{\alpha \gamma}} \int_0^1 \sinh[\lambda(\eta - 1)]S(\eta, t')d\eta\).

### 3.2. Convergence properties

In this section, we investigate the convergence of the actual model (4) towards the QSS approximation (6). Defining the difference between the model and its approximation as:

\[
z(x, t) \equiv \tilde{n}(x, t) - \tilde{n}_e(x, t),
\]

the dynamics of \(z\) is directly given by:

\[
\begin{aligned}
(z_\ell) &= \alpha z_{xx} - \gamma z, \\
(z_0) &= (1, t) = 0.
\end{aligned}
\]

Convergence properties and PDE stability conditions are particularly difficult to establish directly. Instead, the use of norms may greatly simplify the problem and allows for the definition of specific criteria [4]. In this analysis, we consider the convergence analysis in the \(L_2\) sense, with the Lyapunov functional (or \(L_2\) norm):

\[
\mathcal{L}(t) = \frac{1}{2} \int_0^1 z(x, t)^2 dx.
\]

Its dynamics is derived as:

\[
\frac{d}{dt} \mathcal{L}(t) = \int_0^1 z_{xx}dx - \alpha \int_0^1 z_{xx}dx - \gamma \int_0^1 z^2 dx
\]

\[
- \alpha \int_0^1 z^2 dx - \gamma \int_0^1 z^2 dx
\]

\[
\leq \frac{\alpha + 4\gamma}{2} \mathcal{L}(t),
\]

where the third equality is obtained by applying integration by part \((z(x)z_x)_x = z_{xx}^2 + z_x^2\) and from the boundary conditions, and the inequality comes from the application of Poincaré’s inequality \(\int_0^1 f(x)^2 dx \leq 2f(0)^2 + 4 \int_0^1 f_1(x)^2 dx\). As a direct consequence:

\[
\mathcal{L}(t) \leq e^{-\frac{\alpha + 4\gamma}{2} t} \mathcal{L}(0),
\]

or, equivalently in terms of the convergence error:

\[
\|z(x, t)\|_2^2 \leq e^{-\frac{\alpha + 4\gamma}{2} t} \|z(x, 0)\|_2^2.
\]

The transport model then converges exponentially towards the QSS approximation (6) if \(\alpha + 4\gamma > 0\) (which is the case for the particles transport since \(\alpha\) and \(\gamma\) are positive), at a rate \((\alpha + 4\gamma)/2\). In order to verify the QSS approximation, the time constant associated with the source dynamics \(\tau_S\) has to verify the constraint:

\[
\tau_S \gg \frac{2}{\alpha + 4\gamma} = \frac{2L^2 \mathcal{C}_d}{D_L \mathcal{L}_c + 2L^2 \mathcal{C}_s}.
\]

For the data considered, we obtain \(\tau_S \gg 10.3\ ms\). The data sampling time being \(2\ ms\), \(\tau_S\) is an important parameter to take into consideration when estimating the source term.

### 4. IDENTIFICATION OF THE SOURCE TERM

Supposing a given shape for the source term, a parametric identification method is established in this section to determine the parameter set from experimental data and the QSS model.

#### 4.1. Shape estimation

As an approximation, the source term is considered as the sum of two curves (limiter and LH sources) determined from the QSS description. Our analysis is restricted to the functions described as:

\[
S(x, t') = \sum_{i=LH}^m \theta_i(t') e^{\beta_i x - \mu_i(t') \gamma_i(t')},
\]

where \(l\) and \(LH\) denote the limiter and the LH source, respectively, \(\theta\) sets the amplitude, \(\beta(x)\) is the dilatation function, \(\sigma_i\) a dilatation coefficient and \(\mu_i\) the translation. Note that this family of curves could easily be extended to sigmoid or splines. A similar approach was used in [11], to obtain an approximation of temperature profiles in a current density model. The set of parameters \(\theta_i(t') = \{\theta, \mu, l, \beta, \sigma_i, \mu_i, \sigma_i\}\) is obtained by solving the least squares problem:

\[
\min_{\theta} \left\{ J(\theta, t') = \frac{1}{2} \int_0^1 (\bar{n}_{eq}(x, t') - \tilde{n}_{eq}(x, \theta, t'))^2 dx \right\}
\]

for each sampling instant \(t'\), using the experimental measurements \(\bar{n}_{eq}\) and with boundary constraints on \(\theta\) given by the physical properties of the system. This is done thanks to Matlab® function fmincon, a subspace trust-region method based on the interior-reflective Newton method described in [12, 13]. Similar gradient-based methods can be used, with the constraint that they apply to large-scale nonlinear systems. The
gradient and pseudo-Hessian (Gauss-Newton approximation) are obtained, respectively, as:

\[ \nabla_{\theta} J(\theta,t') = -\int_0^1 S_{\theta}(x,t')(\tilde{n}_{\text{ext}} - \bar{n}_{\text{ext}})dx, \]

\[ \Psi_{\theta} J(\theta,t') = \int_0^1 S_{\theta}(x,t')S_{\theta}(x,t')^T dx, \]

where \( S_{\theta} \equiv \partial \tilde{n}_{\text{ext}} / \partial \theta \) is the sensitivity of \( \tilde{n}_{\text{ext}} \) with respect to \( \theta \). The sensitivity function is derived as:

\[ S_{\theta} = \frac{-\cosh \lambda x}{\sqrt{\alpha \gamma} \cosh \lambda \int_0^1 \sinh[\lambda(\eta-1)] \frac{\partial S(\eta,t')}{\partial \theta}(1,t')d\eta} + \frac{1}{\sqrt{\alpha \gamma}} \int_0^1 \sinh[\lambda(\eta-x)] \frac{\partial S(\eta,t')}{\partial \theta}(\eta,t')d\eta, \]

with (applying the chain rule):

\[ \frac{\partial S}{\partial \theta} = \left[ \frac{\partial S}{\partial \theta_1} \frac{\partial S}{\partial \mu_1} \frac{\partial S}{\partial \sigma_1} \frac{\partial S}{\partial \theta_{\text{LH}}} \frac{\partial S}{\partial \mu_{\text{LH}}} \frac{\partial S}{\partial \sigma_{\text{LH}}} \right], \]

\[ \frac{\partial S}{\partial \theta_1}(x,t') = e^{\theta_1(x,\mu_1(t'),\sigma_1(t'))}, \]

\[ \frac{\partial S}{\partial \mu_i}(x,t') = \theta_i(t') \frac{\partial S}{\partial \theta_1}(x,t') \frac{\partial \theta_1}{\partial \mu_i}(x,t'), \]

\[ \frac{\partial S}{\partial \sigma_i}(x,t') = \theta_i(t') \frac{\partial S}{\partial \theta_1}(x,t') \frac{\partial \theta_1}{\partial \sigma_i}(x,t'). \]

In order to fulfill the constraint on the source dynamics, the resulting optimal set of parameters \( \theta^* \) is smoothed using the nearly equal ripple approximation proposed in [14] with a passband edge much smaller than \((\alpha + 4\gamma)/2\), to satisfy the QSS condition (7).

4.2. Example: Gaussian fit

The results presented in the previous section are illustrated by considering the source term as a sum of Gaussian distributions:

\[ S(x,t') = \sum_{i=1,\text{LH}} \theta_i(t')e^{-[(\mu_i(t')-x)^2]/2\sigma_i^2(t')}. \]  

The optimal set of parameters \( \theta^* \) is obtained using:

\[ \beta(x,\mu_i(t'),\sigma_i(t')) = -\frac{(\mu_i(t')-x)^2}{2\sigma_i^2(t')}, \]

\[ \frac{\partial S}{\partial \theta_i}(x,t') = e^{-(\mu_i(t')-x)^2/2\sigma_i^2(t')}, \]

\[ \frac{\partial \beta}{\partial \mu_i}(x,t') = \frac{x-\mu_i(t')}{\sigma_i(t')}, \]

\[ \frac{\partial \beta}{\partial \sigma_i}(x,t') = \frac{(\mu_i(t')-x)^2}{2\sigma_i^2(t')} = \frac{1}{2} \left( \frac{\partial \beta}{\partial \mu_i}(x,t') \right)^2. \]

The time evolution of the resulting Gaussian parameters is presented in Fig. 2. We can see that the source locations are clearly distinct, with a wider source closer to the plasma center that is due to the limiter. The amplitudes illustrate properly the LH impulses, with peaks corresponding to their time location, but are clearly correlated. This may motivate further investigation on the chosen optimal algorithm that may give only a suboptimal result, due to the system nonlinearities. Note also that the standard deviation is very tight, resulting in a high amplitude of \( \theta_1 \). Finally, the Gaussian parameters are strongly related to the transport coefficients (i.e. increasing results in an increased \( \sigma_i \) and a decreased \( \theta_i \)), which may be considered as optimized parameters to decrease the estimation error.

The source term is introduced in the QSS model (6) and compared with the experimental data on Fig. 3. We can see that the estimation error is acceptable in the region between 3.11 and 3.15 m, which corresponds approximately to the domain of validity of the model. Indeed, we may cross the separatrix when going closer to the center and the plasma shell at the edge may act as a particle source not considered explicitly. Note that the “accurate region” (where the error is less than 10%) is increased after 16.5 s. This may be correlated with the higher amplitude of the source and imply that the transport coefficients values are an important source of error, as their relative importance is consequently re-
duced. Unfiltered data have been used for the source determination: the proposed approach is then relatively robust to measurement noise. Finally, the LH modulations do not create a significant associated error, which confirms that our approach is suited for their analysis as a source term.

Figure 3. Comparison of the $\tilde{n}_\text{eqss}(x,t)$ with the experimental data (normalized error).

5. CONCLUSIONS

In this work we considered the problem of particle source identification in the scrape-off layer from distributed measurements, which is a topic of main importance in the field of controlled thermonuclear fusion. Based on existing physical models, we proposed a simplified one that implies diffusive transport and a sink term, additionally to the source term. A QSS model was derived and proven to converge exponentially towards the exact solution of the dynamic model. A parametric identification method based on least squares approximation and the QSS model was proposed, supposing a given shape for the source term. The accuracy of the final model was discussed based on experimental measurements and shown to validate specific model properties.
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