Sigma Lenses: Focus-Context Transitions Combining Space, Time and Translucence
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ABSTRACT
Focus + context techniques such as fisheye lenses are used to navigate and manipulate objects in multi-scale worlds. They provide in-place magnification of a region without requiring users to zoom the whole representation and consequently lose context. Their adoption is however hindered by usability problems mostly due to the nature of the transition between focus and context. Existing transitions are often based on a physical metaphor (magnifying glass, fisheye, rubber sheet), and are almost always achieved through a single dimension: space. We investigate how other dimensions, namely time and translucence, can be used to achieve more efficient transitions. We present an extension to Carpendale’s framework for unifying presentation space accommodating these new dimensions. We define new lenses in that space, called Sigma lenses, and compare them to existing lenses through experiments based on a generic task: focus targeting. Results show that one new lens, the SPEED-COUPLED BLENDED lens, significantly outperforms all others.
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INTRODUCTION
Many techniques can be used in combination with classical pan & zoom to navigate large multi-scale worlds. Among them, a range of bifocal display techniques have been designed, which can be broadly categorized as either overview + detail or focus + context techniques. Overview + detail techniques [25] usually put the context view in a small inset located in a corner of the screen, leaving most of the latter to the detailed view, while focus + context techniques do the opposite: the context occupies the whole screen except for a small area that provides in-place magnification of a limited region of the context. While overview + detail techniques are generally favored and have been shown to perform well in some situations [16, 22, 24], there are cases where they show their limits: for instance, when navigating a map of a densely populated region to look for particular localities, overview + detail techniques can only use a few pixels to display each of them in the context view. On the contrary, focus + context techniques can convey additional information in the context view, such as the localities’ names, thus providing users with more contextual information that can guide navigation. They have also been shown to perform efficiently in other situations, e.g., for large steering tasks [14] or when selecting small targets with a stylus [27].

Even though they have been studied for some time, the adoption of focus + context techniques remains limited, mostly due to comprehension and low-level interaction problems [4, 11] related to how the transition between the context and the magnified focus region is achieved. Many of the transitions described in the literature are inspired by the physical world and are presented through metaphors such as magnifying glasses, rubber sheets [30], and more generally surface deformations [3]; in other words, spatial transitions caus-
ing various problems that can hinder performance. For instance, simple magnifying glasses (Figure 1-a) create occlusion of the immediate context adjacent to the magnified region [28]; graphical fisheyes [29], also known as distortion lenses (Figure 1-b), make it difficult to acquire targets [11], especially for high magnification factors. To cancel the negative effects of distortion associated with fisheyes, Gutwin proposed Speed-coupled flattening lenses [11], introducing time as a dimension to transition between focus and context. The comparison of these time-based lenses with plain fisheye lenses demonstrated that the performance of lens-based techniques can be improved by using dimensions other than space to control the transition between focus and context.

In addition to space and time, we argue that other dimensions readily available in the electronic world can be used to provide more efficient transitions between focus and context. In this paper we introduce a generalization of Carpendale’s framework for unifying presentation space [5]. This generalization encompasses transitions based on two orthogonal dimensions: space and translucence (Figure 1-c), which can be combined with a third dimension: time (Figure 1-d). This opens up a large design space, called the Sigma lens design space, in which we identify interesting points. We report on the results of an evaluation of five lenses on the generic task of focus targeting, a basic motor task involved in many high-level navigation tasks. The main finding of these evaluations is that one new lens, the Speed-coupled Blending lens, significantly outperforms all other types of lenses for that task.

RELATED WORK

Focus + context techniques are mainly differentiated by the way they transition between the focus and context regions. Techniques such as the DragMag [32] and Manhattan lenses [5] display the focus as an inset which is offset from the corresponding context region so as not to occlude the local context adjacent to that region. In this particular case, there is no actual transition between focus and context, which are simply connected through lines serving as visual cues. Techniques that do not offset the focus region provide an in situ magnification that sits on top of the corresponding context region [19]. They have to use some type of transition in order to avoid occlusion of the adjacent context. This is almost always achieved by distorting the representation, so as to smoothly integrate the focus into the context. The distortion can affect the entire representation: Graphical Fisheyes [29], the Rubber Sheet [30], the Document Lens [28], the Perspective Wall [21]. Or it can be restricted to a specific region, in which case they are called constrained lenses [5, 19]. These have the advantage of distorting only a limited region around the focus, leaving most of the context untouched. They have been shown to work better than full screen lenses for some tasks [13], and should be favored when the focus has to be relocated often, as they reduce the amount of visual changes during lens movements (focus retargeting). Various improvements to these techniques have been proposed, such as ways to achieve higher magnification [6], and visual cues that can help in comprehending distortion [4]. In almost all cases, however, the transition between focus and context is achieved through one single dimension: space.

Magic Lens filters, part of the See-Through Interface [2], are powerful generic lenses that are used to modify the rendering of objects seen through them. However, to our knowledge, they have not been used to specifically address the problem of smoothly transitioning between focus and context, whether through space, time, or translucence. Lieberman used translucence in Powers of Ten Thousands [20], a bifocal display technique that makes the focus and context views share the same physical screen space, by using multiple translucent layers. But as with the DragMag, there is no actual transition between focus and context, which are overlaid on top of one another. Even though it has been shown to be usable in exploratory studies [7, 15], this type of representation based on transparent or translucent layers is cognitively demanding, causing visual interferences that are the source of serious legibility problems, and requiring additional mental effort from the user to relate focus and context. Translucence remains, however, an interesting dimension which has been used successfully to reclaim some screen real-estate, either in combination with other filters such as in multiblending [1] or by making the translucence level dynamically vary as a function of cursor movements [12]. As mentioned earlier, cursor movements have been used in a different context, closer to our problem, for controlling the magnification factor of speed-coupled flattening lenses [11] over time, with the effect of increasing focus targeting performance compared to the equivalent static fish-eye lenses. Another technique, Speed-dependent automatic zooming [17], couples zoom level in a window with scroll rate, zooming-out as speed increases. We believe that new types of lenses can be created by more systematically combining the above dimensions, namely space, translucence and time, in order to provide more efficient transitions between focus and context in multi-scale interfaces.

SPACE, TIME, TRANSLUCENCE, AND BEYOND

The basic concepts for describing spatial distortion between focus and context have been defined in Carpendale’s framework for unifying presentation space [5]. In this section we reformulate these concepts in a slightly different, but equivalent way in order to accommodate our generalization of transitions between focus and context. This formulation is based on space-scale diagrams [9] and uses the associated terminology. Basic knowledge about these diagrams is assumed.

General Properties

We consider the focus and context regions of any lens-based representation as separate viewing windows in a space-scale diagram. The final rendered viewing window is a composition of points from both windows.

All constrained lenses, no matter how they transition between focus and context, have the following properties:

- \( M_M \) : the maximum magnification in the focus region (a.k.a the flat-top),
- \( R_I \) : the radius of the flat-top region, which we call inner radius,
- \( R_O \) : the radius of the lens at its base (i.e., its extent), which we call outer radius,
- \((x_c, y_c)\) : the coordinates of the lens’ center.
Figures 2 illustrates these definitions using a distortion lens applied to a scene made of a series of equal-size rectangles that form a regular color spectrum. The context viewing window corresponds to what is seen in the absence of any lens. If it is positioned at $s$ on scale axis $v$, the focus viewing window is necessarily positioned at $s \cdot M \cdot M$. Points A and B represent the boundaries of the constrained lens within the context viewing window, at a distance $R_O$ from the lens’ center C. The focus viewing window is then a flat magnification by a factor of $M \cdot M$ of the region delimited by A and B. Its size is thus $2 \cdot M \cdot M \cdot R_O$. $R_I$ controls the size of the lens’ flat-top. If $R_I = R_O$, the lens is a mere magnifier lens (or magnifying glass) as illustrated in Figure 1-a. If $R_I$ is zero, the flat-top is reduced to a single point at the center of the lens, which is then the only point at full magnification.

The final viewing window obtained at rendering time can be seen as a combination of the two abstract windows introduced above: the rendering of the focus window is integrated, after some transformation, in the context window.

**Spatial Transitions**

The most common transformation consists in displacing all points in the focus window to achieve a smooth transition between focus and context through spatial distortion [5]. This type of transformation can be defined through a drop-off function, such as a Gaussian (see Figure 2), which models the magnification profile of the lens. Associated with a distance function $d$, the drop-off function is defined as:

$$G_{scale} : (x, y, d) \mapsto \frac{1}{d + s}$$

with $s$ a scaling factor. $G_{scale}$ is usually a monotonically decreasing function with a range of $[1, M \cdot M]$. This is not a strong requirement; other functions may however introduce discontinuities in the spatial transition.

The rendering of point $(x, y)$ in the final viewing window is then defined through the displacement function $r$:

$$r(x, y) = \begin{cases} (x_c + \frac{x-x_c}{x_c}, y_c + \frac{y-y_c}{y_c}) & \forall(x, y)|d(x, y) \leq R_I \} \\ (x_c + \frac{x-x_c}{x_c}, y_c + \frac{y-y_c}{y_c}) & \forall(x, y)|d(x, y) \leq R_O \} \\ (x, y) & \forall(x, y)|d(x, y) \geq R_O \} \end{cases}$$

The flat-top region corresponds to case (1), the transition to case (2), and the region beyond the lens boundaries (i.e., the context) corresponds to case (3). Distance function $d$ is based on $L_p$-metrics, and is defined as follows:

$$d : (x, y) \mapsto \sqrt{|x - x_c|^P + |y - y_c|^P}$$

where $(x, y)$ are the coordinates of a point seen through a lens centered in $(x_c, y_c)$, and $P \in \mathbb{N}^*$. Most lenses are either radial ($P = 2$, circular shape) or orthogonal ($P = \infty$, square shape). A Gaussian function is often used to define drop-off function $G_{scale}$, as it provides one of the smoothest visual transitions between focus and context. Figures 2 and 1-b illustrate Gaussian distortion lenses. It is not the purpose of this article to provide a detailed survey of all possible drop-off and distance functions, which are already well-described in the literature [5, 6].

**Translucence as a Transition Dimension**

Digital image compositing and more particularly alpha blending represents another, yet unexplored, method for transitioning between the focus and context regions of a constrained lens. As with spatial distortion, the final viewing window obtained at rendering time is a combination of the two abstract viewing windows: here, points of the focus window are composited with points of the context window. For instance, using gradually increasing translucence, it is possible to smoothly blend the focus viewing window into the context, thus achieving a transition without resorting to distortion (see Figures 3 and 1-c).

The continuity between focus and context is realized through compositing only. Given two points with $(r, g, b)$ color components, one in the focus window and one in the context window, we note:

$$p_{context} \oplus_{\alpha} p_{focus}$$

the point $p_{comp}$ resulting from compositing them using Porter & Duff’s Source atop Destination alpha blending rule [26] with a value of $\alpha$, the source being the focus viewing window and the destination the context viewing window:

$$p_{comp} = \left( \begin{array}{c} \alpha \cdot r_{focus} + (1 - \alpha) \cdot r_{context} \\ \alpha \cdot g_{focus} + (1 - \alpha) \cdot g_{context} \\ \alpha \cdot b_{focus} + (1 - \alpha) \cdot b_{context} \end{array} \right)$$

As with scale for distortion lenses, the translucence profile can be defined by a drop-off function that maps a translucence level to a point $(x, y)$ located at a distance $d$ from the lens center:

$$G_{alpha} : (x, y, d) \mapsto \alpha$$

with $\alpha$ an alpha blending value in $[0, \alpha_{FT}]$, $\alpha_{FT}$ being the lowest translucence level used in the lens’ flat-top. Note that it does not necessarily have to be 1.0 (opaque), though it will often be close to it. Drop-off function $G_{alpha}$ is usually a monotonically decreasing function. Again, this is not a requirement, but other types of functions may introduce discontinuities in the blending gradient.
The rendering of a point \((x, y)\) in the final viewing window is then defined through the blending function \(b\):

\[
\begin{align*}
&b(x, y) = \left\{ \begin{array}{l}
(x_c + \frac{x-x_c}{M}, y_c + \frac{y-y_c}{M}), \\
(x, y)
\end{array} \right. \quad \{\forall (x, y)|d(x, y) \leq R_I\} \quad (1) \\
&\left\{ \begin{array}{l}
(x_c + \frac{x-x_c}{M}, y_c + \frac{y-y_c}{M}) \otimes \alpha_{FT}^\circ (x, y), \\
\{\forall (x, y)|d(x, y) < R_O\} \quad (2)
\end{array} \right.
&\left\{ \begin{array}{l}
(x, y)
\end{array} \right. \quad \{\forall (x, y)|d(x, y) \geq R_O\} \quad (3)
\end{align*}
\]

Figure 3 shows how translucence is used to transition between focus and context in what we call a Blending lens. This dimension offers an alternate way to smoothly transition between focus and context without resorting to spatial distortion; thus eliminating the drawbacks specifically associated with the latter. As we will discuss in the evaluation section, this transition type introduces problems of its own.

**Time-based Transitions**

The transition functions described in the previous sections make it possible to create a broad range of lenses. However, as is the case with most lenses reported in the literature, the properties of these lenses are defined statically. One notable exception is the Speed-coupled flattening lens [11] which uses the lens’ dynamics (velocity and acceleration) to automatically control magnification: basically, \(MM\) decreases toward 1.0 as the speed of the lens (operated by the user) increases, therefore "flattening" the lens into the context, and increases back to its original value as the lens comes to a full stop. Speed-coupled flattening lenses have been demonstrated to outperform their static counterpart, and represent a first step in the direction of using time-dependent transitions to improve the usability of lenses.

The magnification factor of a lens \((MM)\) is an obvious parameter to control over time. There is no reason however to limit the use of the lens’ dynamics to this one alone. Other candidates include the lens’ radii \(R_I\) and \(R_O\), as well as the lens’ translucence value in its flat-top \(\alpha_{FT}\).

We note \(\mathcal{F}(t)\) any time-based function returning a numerical value that can be used to dynamically change one or more of the above-mentioned lens properties. In the following we focus on one particular function: the lens’ velocity and acceleration over time. This is however just one possible function of time, and we plan to investigate other functions in future work.

**Overall Lens Design Space**

Spatial transitions and transitions based on translucence can be combined in a single lens, each with their own drop-off and distance functions. Additionally, several lens properties can be made time-dependent. This makes for a rather complex expression for computing the rendering of a point \((x, y)\) seen through the lens, which reflects the richness of our new design space. Table 1 gives a summary of the properties of both existing and new lenses within this design space.

The first three lenses already exist in the literature. The Magnifying Glass, illustrated in Figure 1-a, consists only of a flat-top \((R_O = R_I)\) which occludes the immediate surroundings of the magnified region. Fisheye denotes the common graphical fisheye lens. Here we use a Gaussian drop-off function to transition, through space only, between focus and context (Figures 1-b and 2). The Speed-Coupled Flattening lens is a variation on the one introduced by Gutwin [11], applied here to constrained lenses. It uses a simple interpolated low-pass filter inspired by the one of trailing widgets [8] as a time-based function to control the magnification factor based on the lens’ velocity and acceleration.

The last two techniques are new contributions identified while exploring our design space. The Blending lens, illustrated in Figures 1-c and 3, can be seen as the simplest example of a translucence-based transition: it is like a Magnifying Glass that gradually blends into the context. Smoothness of transition is achieved without resorting to spatial distortion: context pixels gradually fade out as we get closer to the lens’ center, while focus pixels gradually fade in.

The last lens, called Speed-Coupled Blending, is even closer to a Magnifying Glass. It shares all of its properties except that its \(\alpha_{FT}\) depends on the lens’ movements. When still, the lens looks like a Magnifying Glass. But the flat-top becomes increasingly and uniformly translucent as the lens moves faster, becoming fully transparent beyond a given speed threshold \(S\). The same type of low-pass filter as that governing the behavior of the Speed-Coupled Flattening lens is used. Figure 1-d shows a screenshot of a Speed-Coupled Blending lens moving at slow speed. Figure 4 illustrates the behavior of this lens when moving it from left to right in the scene introduced in the previous section: \((t1)\) the lens stands still on the left side of the color spectrum; \((t2)\) the user starts moving the lens to position it at the other end of the scene: the context can be seen through the focus (which...
Focus targeting performance was evaluated at five different magnification factors ($MM$). Higher magnification factors make the task increasingly difficult: (i) the transition area becomes harder to understand as it must integrate a larger part of the world in the same rendering area, and (ii) it becomes harder to precisely position the target in the flat-top of the lens, the latter being controlled in the motor space of the context window. To test the limits of each lens, we included factors up to 14x.

**Apparatus**

We used a Dell Precision 380 equipped with a 3 GHz Pentium D processor, an NVidia Quadro FX4500 graphics card, a 1600 x 1200 LCD monitor (21”) and a Dell optical mouse. The program was written in Java 1.6 using the open source ZVTM toolkit [23] which offers a wide range of distortion lenses and could easily be extended to support translucence- and time-based transitions. The application was limited to a 1400 x 1200 window with a black padding of 100 pixels in order to accommodate instruction messages and simulate screen real-estate that would usually be taken by control and information widgets.

**Participants**

Ten unpaid adult volunteers (7 male, 3 female), from 23 to 40 year-old (average 26.4, median 25), all with normal or corrected to normal vision, served in the experiment.

**Task and Procedure**

Our focus targeting task consisted in acquiring a target in the flat-top of the lens as quick as possible. In our experimental setting, the lens was centered on the mouse cursor. The task ended when the participant clicked the left mouse button, provided that the target was fully contained within the flat-top. As focus targeting consists not only in correctly positioning the lens, but also in looking at the magnified context, additional conditions were imposed on some lenses to guarantee sufficient target visibility. The Speed-Coupled Flattening lens had to be magnifying enough ($MM \geq 60\%$ of max. value), and the Speed-Coupled Blending lens had to be opaque enough ($\alpha_{FT} \geq 0.4$). If all conditions were met when the participant clicked the mouse button for the first time, the targeting was counted as a hit, otherwise, as a miss. Each trial consisted in performing 24 successive focus targeting tasks. As illustrated in Figure 5, the targets were laid out in a circular manner. The order of appearance

**Figure 4. Speed-Coupled Blending Lens moving from left to right over time.**
forced participants to perform focus targeting tasks in every
direction, as recommended by the ISO9241-9 standard [18].
We decided to have only one target visible at a time, as we
noticed during a pilot experiment in which all targets were
visible that some participants were often taking advantage of
the layout pattern to acquire the object set as the current tar-
get by positioning the lens relative to that object’s siblings.

Our experiment was a 5 × 5 within-participant design: each
participant had to perform several trials using each of the
five lenses \( \{ \text{Magnifying Glass, Fisheye, Blending, Speed-Coupled Flattening, Speed-Coupled Blending} \} \)
with five different magnification factors \( \{ MM \in \{ 2, 4, 6, 10, 14 \} \} \).
We grouped trials into five blocks, one per lens, so as not to
disturb participants with too many changes between lenses.
To avoid a non-controlled effect of order, we used a Latin
square to compute five different orders of presentation for
lenses and assigned two participants per order. Within a
\( \text{Lens} \) block, each participant had to perform ten trials (i.e.
10 × 24 focus targeting tasks), 2 trials with each of the five
different values of \( MM \). Trials within a block were
presented in a random order after a training phase containing
3 trials (\( MM = 2, 6 \) and 14), allowing participants to get fa-
miliar with a given lens before empirical measures were col-
lected. The 24 targeting tasks of a trial had to be performed
in a row, but participants were allowed to rest between trials.
The first targeting task of each trial was ignored. A total of
11500 actual focus targeting tasks were thus taken into ac-
count in the analysis. The experimenter first introduced the
task, and then each lens immediately before the correspond-
ing block, and made sure that participants did understand
how each one worked and how best to operate it.

Predictions
We drew the following predictions based on each lens’ prop-
eties, the results of previous studies and a theoretical analy-
sis of the motor movements involved in focus targeting.

\( H_1 \) Blending lenses outperform Fisheye lenses. Transit-
ing through space introduces distortion that makes ob-
jects move away from the approaching lens focus before
moving toward it very fast, making focus targeting difficult
[11]. Translucence-based transitions used in Blending lenses
have their own problems, with a negative impact on target-
ing performance, but these might not be as strong as that
commonly associated with distortion.

\( H_2 \) Speed-Coupled Flattening and Speed-Coupled Blen-
ding lenses outperform all other lenses. Each focus target-
ing task can be divided into two phases: in the first phase,
the user moves the lens quickly to reach the target’s vicin-
ity, while in the second phase, she moves it slowly to pre-
cisely position the target in the focus. In the first phase,
the user is not interested in information provided in the focus
region since she is trying to reach a distant object in the con-
text as quick as possible. This hypothesis motivated the de-
sign of Speed-Coupled Flattening lenses and is supported by
the results of the study conducted in [11]: Speed-Coupled
Flattening lenses outperform Fisheye lenses when perform-
ing focus targeting tasks (Speed-Coupled Flattening ≥ Fish-
eye)\(^1\). Here, we hypothesize that no matter the transition di-
 mensions involved, providing a detailed view during the first
phase is of limited value and has a negative effect on per-
formance, leading to the conclusion that smoothly and auto-
matically neutralizing the focus and transition regions during
this phase, and then restoring them, can help the user. This
leads to the following partial order: Speed-Coupled Flattening
≥ Fisheye and Speed-Coupled Blending ≥ Magnifying
Glass.

\( H_3 \) Focus targeting is easier with Magnifying glass lenses
and Speed-Coupled Blending lenses. From a pure motor
perspective, the difficulty of a focus targeting task can be
evaluated as a view pointing task in a fixed-scale interface
[10]. We can thus use Formula (1) in Figure 6 to quantify
the difficulty of moving the lens’ flat-top, of size \( W_{\text{focus}} \), to
a position where it will contain the target, of size \( W_{\text{target}} \),
initially located at a distance \( D \) from the lens’ center. For-
ma (1) computes the Index of Difficulty, \( ID \), of our fo-
cus targeting task. The lens’ position in the context window
is controlled in the visual and motor space of that window,
\( W_{\text{target}}, W_{\text{focus}} \) and \( D \) are thus expressed in context pixels:
in our experiment, \( W_{\text{target}} = 8 \) pixels and \( D = 800 \) pixels,
while \( W_{\text{focus}} \) depends on a given \( \text{Lens} \times MM \) condi-
tion: \( W_{\text{focus}} = (2 \times R_1)/MM \). As \( MM \) increases, the size
of \( W_{\text{focus}} \) decreases, making the task more difficult. For
\(^1\)\( L_1 > L_2 \) means that \( L_1 \) outperforms \( L_2 \)
lenses of equal size ($R_O$), the size of the flat-top ($R_T$), and thus $W_{focus}$ vary depending on the lens type. MAGNIFYING GLASS and SPEED-COUPLED BLENDING lenses are made of a flat-top only: $W_{focus} = W_{lens} = 200$, while other lenses have to accommodate the transition within the same overall area: $W_{focus} = W_{lens}/2 = 100$ in our implementation, MAGNIFYING GLASS and SPEED-COUPLED BLENDING thus feature a larger flat-top than other lenses with the same overall size, consequently making focus targeting easier from a motor perspective: $ID$ ranges from 3.2 to 6.3 for MAGNIFYING GLASS and SPEED-COUPLED BLENDING while it ranges from 4.2 to 8 for FISHEYE, SPEED-COUPLED FLATTENING and BLENDING. This reasoning however does not take into account non-motor aspects of the task which also depend on the type of lens used. For instance, occlusion caused by the always-opaque MAGNIFYING GLASS should increasingly hinder performance in the second phase of the task (precise positioning) as $MM$ gets bigger: $W_{focus}$ becomes smaller while $W_{lens}$ remains constant, making the occlusion zone between focus and context on the path to the target larger, along with the chances of losing track of the target.

Altogether, these three hypotheses only provide a partial order of performance between the five lenses. One strong expectation is that the SPEED-COUPLED BLENDING lens will perform efficiently as it addresses many issues: it does not distort the representation, the dynamically controlled translucent flat-top reduces occlusion problems, and its large size makes the task easier from a motor perspective.

**Results and Discussion**

Analysis of variance revealed a significant simple effect on number of errors (miss) for $MM$ ($F_{4,36} = 46, p < 0.0001$), for $Lens$ ($F_{4,36} = 6, p < 0.0001$), and a significant interaction effect on number of errors for $Lens \times MM$ ($F_{16,144} = 4, p < 0.0001$). As the mean number of errors for each lens and the total number of errors are low (from 0.05 for BLENDING to 0.02 for MAGNIFYING GLASS for a total of 380 mistakes, about 3%), we focus the following analyses on hits only. We verified that there was no effect of lens presentation order on time and observed that learning effects were not significant for each lens. We observed a significant simple effect on time for $Lens$ ($F_{4,36} = 66, p < 0.0001$). Tukey post hoc tests revealed that SPEED-COUPLED BLENDING is the fastest lens and SPEED-COUPLED BLENDING the slowest, while BLENDING, FISHEYE and SPEED-COUPLED FLATTENING do not significantly differ in terms of performance. We also observed a significant simple effect on time for $MM$ ($F_{4,36} = 648, p < 0.0001$) and a significant interaction effect on time for $Lens \times MM$ ($F_{16,144} = 88, p < 0.0001$). Figure 7 illustrates these results.

As expected, SPEED-COUPLED BLENDING performs better than all other lenses. Other predictions are only partially supported by the measures we collected. First, $H_1$ is not supported. Our results reveal that FISHEYE $\simeq$ BLENDING. Eliminating distortion by switching from a spatial transition to a smooth translucence-based transition does not seem to provide an advantage. Feedback collected from participants leads us to believe that this might be due to the high cognitive effort required to comprehend transitions based on gradually increasing translucence which, as opposed to distortion-based transitions, do not rely on a familiar physical metaphor. $H_2$ is partially supported: (i) smoothly neutralizing and restoring the focus of a MAGNIFYING GLASS by making it translucent ($\alpha_{FT}$ as a function of lens speed) does improve performance (SPEED-COUPLED BLENDING $> $ MAGNIFYING GLASS); but (ii) flattening a fisheye ($MM$ as a function of lens speed) does not yield a significant improvement over FISHEYE (SPEED-COUPLED FLATTENING $\simeq$ FISHEYE). This last result is surprising since the study reported in [11] showed that SPEED-COUPLED FLATTENING outperforms FISHEYE for a distortion level of 5 (i.e., $MM = 6$). This inconsistency can be explained by taking a closer look at implementation details. First, we implemented SPEED-COUPLED FLATTENING as a constrained lens while it was implemented as a full-screen lens by Gutwin. In full-screen lenses, distortion affects the whole representation, which thus benefits more from the neutralization effect than constrained lenses that only affect a limited area. Second, as we require that $MM \geq 60\%$ of max. value to end a trial, our task is a little bit longer than the one described in [11] in the SPEED-COUPLED FLATTENING condition, whereas this constraint does not exist in the FISHEYE condition. Finally, $H_3$ is supported: SPEED-COUPLED BLENDING, with its large flat-top, outperforms all other lenses starting at $MM = 4$. Conversely the performance of MAGNIFYING GLASS goes down rapidly as $MM$ gets higher. It becomes the worst lens starting at $MM = 6$, due to the earlier-mentioned negative effects of occlusion that make precise positioning difficult. It is interesting to note that for the lowest value of $MM$, MAGNIFYING GLASS outperforms all other lenses. Occlusion caused by the lens’ opacity still causes the user to temporarily loose track of the target. But the occlusion zone is small at such low magnification. The negative impact of occlusion on performance is thus not significant compared to the positive impact of the larger flat top. Compared to SPEED-COUPLED BLENDING, MAGNIFYING GLASS also has the advantage of not requiring the user to wait several hundred milliseconds for the flat top to become opaque enough. In the particular case of very low magnification factors ($MM \leq 2$), MAGNIFYING GLASS should thus be considered by interface designers.

**Figure 7. Mean completion time per Technique $\times$ MM condition.**
**EXPERIMENT 2: LENS SIZE AND MOTOR DIFFICULTY**

Experiment 1 compared lenses with the same size ($R_0$). We found that **Speed-Coupled Blending** lenses outperform **Speed-Coupled Flattening** lenses, and attributed this performance gain (i) to the large flat-top of the **Speed-Coupled Blending** lens which makes focus targeting easier from a motor perspective, and (ii) to the absence of distortion and reduction of occlusion effects through the coupling of focus transulence with lens speed. Experiment 2 aimed at better understanding the results of the previous experiment by identifying the contribution of both properties to this performance gain. We studied how **Speed-Coupled Blending** performed at two “extreme” sizes: 1) the lens has the same size as other lenses (as **Speed-Coupled Blending** in the first experiment), and 2) the lens has the same size as the flat-top of lenses which accommodate a transition area and thus feature a smaller flat-top, making focus targeting harder from a motor perspective as explained earlier. We called the latter **Speed-Coupled Blending-small** and compared it to **Speed-Coupled Blending** and **Speed-Coupled Flattening**, both from the previous experiment. Apparatus was the same as before.

<table>
<thead>
<tr>
<th>Lens</th>
<th>Lens size</th>
<th>Flat-top</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed-Coupled Flattening</td>
<td>SCF</td>
<td>200</td>
</tr>
<tr>
<td>Speed-Coupled Blending</td>
<td>SCB</td>
<td>200</td>
</tr>
<tr>
<td>Speed-Coupled Blending-small</td>
<td>SCBs</td>
<td>100</td>
</tr>
</tbody>
</table>

**Participants**

Six unpaid adult volunteers (5 male, 1 female), from 23 to 40 year-old (average 27.8, median 25.5), all with normal or corrected to normal vision, served in the experiment.

**Task and Procedure**

The focus targeting task was exactly the same as the one used in Experiment 1. To reduce the length of this experiment, we picked two representative magnification factors: $MM \in \{8, 12\}$. This experiment was thus a $3 \times 2$ within-participant design. We again grouped trials by lens type. We used a Latin square to compute three different presentation orders for lenses and assigned two participants per order. Each participant performed three **Lens** blocks. Within a block, each participant had to perform two trials (i.e., 2 × 24 focus targeting tasks), one trial per value of $MM$. For a given lens presentation order, one participant saw trials in order $MM = 8$ then $MM = 12$, while the other one saw trials in order $MM = 12$ then $MM = 8$. Each block began with a two-trial training phase, one per value of $MM$.

**Results and Discussion**

Analysis of variance revealed a simple effect of **Technique** on time ($F_{2,10} = 53, p < 0.0001$), a simple effect of $MM$ on time ($F_{1,5} = 230, p < 0.0001$), and an interaction effect of **Technique × MM** on time ($F_{2,10} = 8, p < 0.0001$). Tukey post hoc tests revealed the following lens performance order: Speed-C, Blending > Speed-C, Blending-small > Speed-C, Flattening, as illustrated in Figure 8. These results show that even at the same level of motor difficulty (i.e., with equal flat-top sizes), the **Speed-Coupled Blending** lens still performs better than the **Speed-Coupled Flattening** lens. This means that interface designers are given several options to improve upon a classical lens such as FishEye: 1) they can either get a smaller but more efficient lens in terms of focus targeting performance, saving screen real-estate for the context, 2) if the latter is not critical they can make the **Speed-Coupled Blending** lens occupy the same space as a FishEye, would, further improving focus targeting performance, or 3) find a balance between these two solutions.

**EXPERIMENT 3: INFLUENCE OF TARGET VISIBILITY**

Transulence can affect targeting performance [12], especially when targets are superimposed on a complex background such as a map or photograph. As the simple abstract world we used in the first two experiments might have hidden negative effects of transulence on lenses, we conducted a third experiment to check whether our comparative lens performance ordering was still valid when targeting objects that blend into a realistic background. Apparatus was the same as before.

**Participants**

Eight unpaid adult volunteers (6 male, 2 female), from 23-28 years (avg. 24.7, med. 24.5), all with normal or corrected to normal vision, no color blindness, served in the experiment.

**Task and Procedure**

The task was essentially the same as before, except for the fact that the 24 targets were laid out on a satellite photograph (Figure 9), and could either be filled with a fully opaque red color ($\alpha = 1.0$) or with a translucent red ($\alpha = 0.5$), in which case they blended into the background and were less easily identifiable. The satellite photograph was a 7000x5000 pixels portion of NASA’s Blue Marble Next Generation world map [31], providing appropriate levels of detail in both the focus and context regions. To limit the length of this ex-
periment, we discarded the poorly performing Magnifying Glass and picked only two representative magnification factors ($MM \in \{8, 12\}$). This experiment was thus a 4 Lens $\times$ 2 $MM \times$ 2 Opacity within-participant design. Trials were again grouped by lens type. Participants performed four blocks which were presented in four varying orders computed through a Latin square. Each block was made of four trials (i.e., 4 $\times$ 24 focus targeting tasks), one per randomly distributed Opacity $\times$ $MM$ condition, and was preceded with a training phase of two trials ($MM = 8$, Opacity = 1 and $MM = 12$, Opacity = 0.5). As we were mainly interested in the effect of target visibility on the ending phase of our focus targeting task, we added two visual hints to help participants find the next target’s location in the context, so as to control and reduce the associated visual search time as much as possible: 1) after a successful targeting, the next target appeared and its border flashed white for one second; 2) four red bars were located on the four edges of the context window (indicated by black arrows in Figure 9-a) so that the target was at their virtual intersection.

**Results and Discussion**

Results were consistent with that of previous experiments, and matched participants’ subjective preferences. Analysis of variance revealed a simple effect of Technique on time ($F_{1,21} = 56, p < 0.0001$), a simple effect of $MM$ on time ($F_{1,7} = 212, p < 0.0001$), and an interaction effect of Technique $\times$ $MM$ on time ($F_{3,21} = 12, p < 0.0001$). Our initial performance ordering was preserved. The only difference was that Speed-Coupled Flattening significantly outperformed Fisheye (Figure 10). We tentatively attribute this higher significance to the more disturbing effects of distortion during lens movements on a complex background, to be confirmed by further evaluations.

Regarding the specific effect of target visibility, we found a simple effect of Opacity on time ($F_{1,7} = 14, p = 0.007$), and an interaction effect of Technique $\times$ Opacity on time ($F_{1,21} = 6, p = 0.005$), confirming that lens performance does depend on this factor. However, Tukey HSD post hoc tests revealed that conditions Opacity = 0.5 and Opacity = 1 were in two different groups only for the Blending lens. This result is not unexpected as the Blending lens can be prone to visual interference between focus and context in the transition region depending on the nature of the representation, especially when non-contrast objects are targeted. No matter how aesthetically pleasing (several participants noted that it produced very nice graphical renderings), the Blending lens suffers from its earlier-mentioned lack of reliance on a familiar physical metaphor, and proneness to visual interference in the transition region. The Speed-Coupled Blending lens, however, does not suffer from these problems, as its use of translucence is very different: it can be seen as a magnifying glass whose content smoothly fades out to prevent occlusion at focus targeting time.

**CONCLUSION**

Sigma lenses form a rich and unified design space which includes a wide range of constrained lenses, from those that transition between focus and context through the spatial dimension only, to new ones that achieve this transition using a combination of up to three dimensions among space, time, and translucence. We compared two such new lenses with three representatives of the first category using a focus targeting task. Empirical data revealed that our new Speed-Coupled Blending lens outperforms all other lenses.

These results encourage us to further investigate the use of non-spatial dimensions to transition between focus and context. First and foremost, the exploration of our design space has revealed several potentially interesting new lenses, based on innovative combinations of space and translucence, on the coupling of lens speed with properties such as its radii, or on the use of time-based functions other than lens speed. Secondly, we have seen that, depending on the lens and task studied, non-motor aspects can have a significant influence on performance, e.g., flat-top size and legibility, occlusion and search (depending on layout). We thus plan to formally evaluate lenses based on a wider range of tasks, including high-level cognitive ones.
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