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\textbf{A B S T R A C T}

One of the ongoing issues with fractional diffusion models is the design of an efficient high-order numerical discretization. This is one of the reasons why fractional diffusion models are not yet more widely used to describe complex systems. In this paper, we derive a radial basis functions (RBF) discretization of the one-dimensional space-fractional diffusion equation. In order to remove the ill-conditioning that often impairs the convergence rate of standard RBF methods, we use the RBF-QR method\textsuperscript{[1,33]}. By using this algorithm, we can analytically remove the ill-conditioning that appears when the number of nodes increases or when basis functions are made increasingly flat. The resulting RBF-QR-based method exhibits an exponential rate of convergence for infinitely smooth solutions that is comparable to the one achieved with pseudo-spectral methods. We illustrate the flexibility of the algorithm by comparing the standard RBF and RBF-QR methods for two numerical examples. Our results suggest that the global character of the RBFs makes them well-suited to fractional diffusion equations. They naturally take the global behavior of the solution into account and thus do not result in an extra computational cost when moving from a second-order to a fractional-order diffusion model. As such, they should be considered as one of the methods of choice to discretize fractional diffusion models of complex systems.

\textcopyright{} 2012 Elsevier Inc. All rights reserved.

1. Introduction

Diffusion processes in complex systems are often observed to deviate from standard laws. The discrepancies can occur both for the time relaxation that can deviate from the classical exponential pattern and for the spatial diffusion that can deviate from Fick's second law. The resulting diffusion processes are no longer Brownian and cannot be represented accurately by a second-order diffusion equation. Instead, fractional-order diffusion models can provide a more realistic description of the system behavior\textsuperscript{[2]}. Models based on fractional-order differential operators have received increasing attention in recent years and have been used to model a wide range of problems in surface and subsurface hydrology\textsuperscript{[3–5]}, plasma turbulence\textsuperscript{[6,7]}, finance\textsuperscript{[8,9]}, epidemiology\textsuperscript{[10,11]} and ecology\textsuperscript{[12,13]}.

One of the key issues with fractional diffusion models is the design of efficient numerical schemes for the space and time discretization. Until now, most models have relied on the finite difference (FD) method to discretize both the fractional-order space diffusion term\textsuperscript{[14–17]} and time derivative\textsuperscript{[18–20]}. Some numerical schemes using low-order finite elements (FE) have also been proposed\textsuperscript{[21–23]}. Since fractional derivatives are non-local operators, FD and FE schemes generate large, full coefficient matrices. They require a computational cost of $O(n^3)$ and storage of $O(n^2)$, where $n$ is the number of degrees of freedom.
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freedom. To reduce the computational burden, Wang et al. recently proposed a fast FD method based on the method of Meerschaert and Tadjeran [14,15] that only requires a storage of $O(n)$ and a computational cost of $O(n \log n)$ [24,25]. The computational cost has been further improved by Pang and Sun who achieved $O(n \log n)$ by using a multigrid method [26].

Another approach to designing an efficient numerical scheme is to discretize these non-local differential operators with non-local numerical methods. Hence, the global behavior of the solution can be naturally taken into account and the computational cost is not substantially increased when moving from a second-order to a fractional-order diffusion model. Following that approach, Hanert has proposed a pseudo-spectral (PS) method based on Chebyshev basis functions in space and Mittag-Leffler basis functions in time to discretize the space–time fractional diffusion equation [27,28]. A similar approach has been followed by Li and Xu to discretize the time-fractional diffusion equation with a Jacobi PS method [29]. All these methods offer spectral accuracy, meaning that the error decreases exponentially fast as the number of nodes increases.

Another numerical method that naturally takes the global behavior of the solution into account is the radial basis function (RBF) method. To our knowledge, the RBF method has never been used to solve the fractional diffusion equation. The RBF method can be seen as a sort of compromise between the FE and the PS methods. On the one hand, the RBF method is based on an expansion into basis functions that have a spatial location like with the FE method. In that sense, these basis functions can be clustered in a specific region to locally increase the accuracy of the method. On the other hand, the basis functions used in the RBF expansion are high-order functions that span the entire domain like with the PS method. It was shown that RBFs converge to PS methods in their flat radial function limit, making RBFs a generalization to PS methods, for scattered nodes and non-flat radial functions [30]. RBFs have several advantages over PS methods: in addition to offering a flexibility in terms of the shape of the domain, they allow a local node refinement, an easy singularity-free generalization to $N$ dimensions and a shape parameter allowing us to broaden the solution space outside of the polynomial space, especially vulnerable to the Runge phenomenon [31]. Depending on the smoothness of the solution, a “flatter” rather than “steeper” radial function results in better accuracy (see [32] and references therein). However, the system of discrete equations can become ill-conditioned as radial functions are made increasingly flat. That issue lead to the development of the RBF-QR method. It was first introduced on the sphere [1,32] and was later adapted to 1, 2 and 3 dimensions [33].

In this paper, we consider discretizations of the space-fractional diffusion equation on the one-dimensional computational domain $[a, b]$ with both the direct and QR RBF methods. That equation can be expressed as follows:

$$\frac{\partial f(x, t)}{\partial t} = K_s \left[ \frac{1 + \beta}{2} \alpha D^\alpha_a f(x, t) + \frac{1 - \beta}{2} \alpha D^\alpha_b f(x, t) \right],$$

(1)

where $\alpha D^\alpha_a$ and $\alpha D^\alpha_b$ are the left and right space-fractional Riemann–Liouville derivatives on $[a, b]$, respectively (see for instance [34,35]). The parameter $\beta \in [-1, 1]$ is a skewness parameter representing a preferential direction of jumps that can be observed in heterogeneous systems. When $\beta = 0$, the space derivative reduces to a so-called symmetric Riesz derivative [34]. The coefficient $K_s$ is a generalized diffusivity whose dimension is $[K_s] = m^2 s^{-1}$. The Riemann–Liouville fractional-order derivatives can be defined as follows:

$$\alpha D^\alpha_a \nu(x) = \frac{1}{\Gamma(2 - \alpha)} \frac{\partial^2}{\partial x^2} \int_a^x \frac{\nu(y)}{(x - y)^{\alpha - 1}} dy,$$

$$\alpha D^\alpha_b \nu(x) = \frac{(-1)^2}{\Gamma(2 - \alpha)} \frac{\partial^2}{\partial x^2} \int_x^b \frac{\nu(y)}{(y - x)^{\alpha - 1}} dy,$$

where $\Gamma(\cdot)$ is Euler’s gamma function. For simplicity, we have assumed that $1 < \alpha \leq 2$. The Riemann–Liouville derivatives being singular at the domain boundaries, they are sometimes replaced by space-fractional Caputo derivatives of order $\alpha$:

$$\alpha C^\alpha_a \nu(x) = \frac{1}{\Gamma(2 - \alpha)} \int_a^x \frac{\partial^2 \nu(y)}{\partial y^2} \frac{1}{(x - y)^{\alpha - 1}} dy,$$

$$\alpha C^\alpha_b \nu(x) = \frac{1}{\Gamma(2 - \alpha)} \int_x^b \frac{\partial^2 \nu(y)}{\partial y^2} \frac{1}{(y - x)^{\alpha - 1}} dy.$$

Unlike Riemann–Liouville derivatives, Caputo derivatives are not singular on the domain boundaries. That feature makes them particularly appealing for non-local numerical methods, like the PS or RBF methods, as most basis functions take a non-zero value on the boundary. Zhang et al. have also shown that Riemann–Liouville derivatives could cause mass-balance errors on bounded domains [36]. That is not the case with Caputo derivatives as they naturally allow prescribed-flux boundary conditions, which are required for many applications. The RBF methods presented here can be implemented for any type of linear fractional derivative. We give the necessary details for left and right Riemann Liouville and Caputo fractional derivatives.

The paper is organized as follows. Section 2 introduces the RBF method as both an interpolation and a numerical discretization technique, while Section 3 focuses on discretizing fractional differential operators. The RBF-QR is summarized and adapted to the particular problem of discretizing fractional differential operators in Section 4. Numerical results are presented in Section 5 and a conclusion is given in Section 6.
2. RBF methodology

Rolland Hardy introduced the RBF methodology in 1971, when he suggested the multiquadric (MQ) method, a meshless interpolation technique using the MQ radial function \[37\]. This method was popularized in 1982 by Richard Franke with his report on 32 of the most commonly used interpolation methods \[38\]. He subjected those methods to thorough tests, and found the MQ method overall to be the best one. Franke also conjectured the unconditional non-singularity of the interpolation matrix associated with the MQ radial function, but it was not until a few years later, in 1986, that Micchelli \[39\] was able to prove it, making use of work by Schoenberg from the 30s and 40s. The main feature of the MQ method is that the interpolant is a linear combination of translations of a basis function which only depends on the Euclidean distance from its center. This basis function is therefore radially symmetric with respect to its center. The MQ method was generalized to other radial functions, such as the thin plate spline or the gaussian, and the method was called the Radial Basis Function method.

2.1. The form of an RBF interpolant

In 1D, the basic RBF interpolant takes the form
\[
s(x) = \sum_{i=1}^{N} \lambda_i \phi(|x - x_i|).
\]
(2)

In order for it to take the values \(f_i\) at locations \(x_i, i = 1, 2, \ldots, n\), the expansion coefficients \(\lambda_i\) need to satisfy
\[
A \vec{\lambda} = \vec{f},
\]
(3)

where the entries of the matrix \(A\) are \(A_{ij} = \phi(|x_i - x_j|)\). We denote the numerical use of (3) followed by (2) as “RBF-Direct”. Out of all the most commonly used global radial functions \(\phi(r)\) listed in Table 1, we will only consider the smooth ones, because they give rise to spectrally accurate function representations, while the piecewise smooth radial functions only produce algebraically accurate representations. In this study, we will concentrate our attention on the GA radial function. The GA and the whole Bessel (BE) class of functions are the only radial functions so far, for which the RBF-QR method can be adapted in 1, 2 and 3 dimensions \[33\]. The parameter \(\varepsilon\), included in all but the piecewise smooth global cases CU and TPS, is known as the shape parameter.

2.2. RBFs to discretize differential operators

The RBF method was originally introduced to solve interpolation problems, however it was eventually used, first by Ed Kansa in the 90s \[40,41\], as a discretization technique in the context of solving partial differential equations. Kansa’s method consists in solving time dependent PDEs using the method of lines. The differential operators are discretized via RBFs, by developing differentiation matrices in space, and the resulting system of linear ODEs is solved in time using a standard ODE solver.

We wish to find a matrix \(D\) that discretizes the continuous differential operator \(L\) with an RBF expansion. We define an RBF expansion such that it takes the function value \(f_i\) at each node \(x_i\). We thus require that
\[
\sum_{j=1}^{N} \lambda_j \phi(|x_i - x_j|) = f_i
\]
(4)

for all \(x_i\). It leads to the matrix equation \(A \vec{\lambda} = \vec{f}\). Analytically applying the differential operator to the radial function gives
\[
\sum_{j=1}^{N} \lambda_j L\phi(|x_i - x_j|)_{k=x_i} = g_i,
\]
(5)

<table>
<thead>
<tr>
<th>Name of RBF</th>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiquadric</td>
<td>MQ</td>
<td>(\sqrt{1 + (\varepsilon r)^2})</td>
</tr>
<tr>
<td>Inverse multiquadric</td>
<td>IMQ</td>
<td>(\frac{1}{\sqrt{1 + (\varepsilon r)^2}})</td>
</tr>
<tr>
<td>Gaussian</td>
<td>GA</td>
<td>(e^{-\varepsilon r^2})</td>
</tr>
<tr>
<td>Bessel</td>
<td>BE</td>
<td>(\frac{J_d(\varepsilon r)}{(\varepsilon r)^d}, d = 1, 2, 3 \ldots)</td>
</tr>
<tr>
<td>Cubic</td>
<td>CU</td>
<td>(</td>
</tr>
<tr>
<td>Thin plate spline</td>
<td>TPS</td>
<td>(r^2 \ln</td>
</tr>
</tbody>
</table>
where $g_i$ is the value of the underlying function’s derivative at each $x_i$. Thus $B_i^2 = \tilde{g}$ in matrix form, where $B_{ij} = L \phi / (x - x_j)_{x_i x_j}$. The collocation matrix $A$ being unconditionally nonsingular [42], we can eliminate the expansion coefficient vector $\tilde{z}$ and obtain $\tilde{g} = BA^{-1} \tilde{f}$. The differentiation matrix $D = BA^{-1}$ thus gives an RBF discretization of $L$.

3. Evaluating fractional derivatives of radial functions

Finding a closed form analytic expression for the fractional derivative of a function can be challenging. We are often bound to having to represent functions as Taylor series expansions before applying the fractional derivative operator term by term. Here we derive these series expansions for the Riemann–Liouville and Caputo fractional derivatives of the Gaussian radial function.

We can thus expand the Gaussian in a MacLaurin series and apply the fractional derivative operator $D^x$ term by term as follows

$$D^x e^{-x^2} \approx \sum_{j=0}^{\infty} \frac{(-1)^j x^{2j}}{j!} \left( \sum_{k=0}^{2j} \frac{(2j)!}{(k!)(2j-k)!} x^{2j-k} D^x x^k \right)$$

and truncate the infinite sum once the terms are smaller in magnitude than machine precision. An expression for $D^x x^k$ is given in Table 2 for left and right Riemann Liouville and Caputo derivatives. Once the fractional derivatives of the Gaussian radial function have been computed, we can build the matrix $B$ defined in Section 2.2 for the fractional-order diffusion term defined in Eq. (1) such that

$$B_{ij} = D^x_{ji} \phi / (x - x_j)_{x_i x_j},$$

where $D^x_{ji}$ is a shorthand notation for the combination of left and right Riemann–Liouville or Caputo fractional derivatives used in Eq. (1), i.e.

$$D^x_{ji} \phi = \frac{1 + \beta}{2} D^+_{ji} \phi + \frac{1 - \beta}{2} D^-_{ji} \phi,$$

or

$$D^x_{ji} \phi = \frac{1 + \beta}{2} \zeta D^+_{ji} \phi + \frac{1 - \beta}{2} \zeta D^-_{ji} \phi.$$ The differentiation matrix can then be expressed as $D = BA^{-1}$.

4. The RBF-QR method applied to fractional differential equation problems

The $C_\infty$ radial functions have an intrinsic shape parameter which controls the steepness of the radial function translates. The steeper the radial function, the better conditioned the interpolation problem becomes, because the function to interpolate is an element of the function space spanned by highly linearly independent functions. However, the rate at which the interpolant converges to the underlying function is much lower than when the shape parameter is smaller, thus when the radial functions are flatter. However the interpolant is tricky to compute accurately in that instance since the problem becomes highly ill-conditioned when the radial functions are flatter. Fornberg and Driscoll proved that in the limit of $\varepsilon \to 0$, the RBF method reproduces the interpolant generated by any pseudospectral method with matching node set and periodicity [30]. For example, on a periodic domain with equispaced nodes, the RBF interpolant will coincide with the Fourier series. On a 1D non-periodic domain, the RBF interpolant converges to the Lagrange interpolating polynomial in the flat radial function limit. Since the interpolant is well defined in that limit, it became clear that the direct approach is problematic, and not the underlying interpolation problem. In [43], Fornberg and Wright develop and introduce the contour Padé method: the first method capable of stably computing the RBF interpolant in the small shape parameter range. However the algorithm is limited in the number of nodes and is highly sensitive to a set of parameters. The RBF-QR method was introduced in 2007 by Fornberg and Piret [1] and was the second algorithm developed to compute RBF interpolants for small values of $\varepsilon$. It was first designed for the interpolation of functions on the surface of the unit sphere, and was later modified for the

<table>
<thead>
<tr>
<th>Operator type</th>
<th>$D^x$</th>
<th>$D^x x^k$, $k \in \mathbb{N}$, $1 &lt; x \leq 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Riemann Liouville</td>
<td>$a D^+_{ji}$</td>
<td>$\frac{k((x - a)^{n-k} - (x + a)^{n-k})}{2(n-k)!} + \frac{x^{n-k} - (x + a)^{n-k}}{2(n-k)!}$</td>
</tr>
<tr>
<td></td>
<td>$a D^-_{ji}$</td>
<td>$\frac{k((x + a)^{n-k} - (x - a)^{n-k})}{2(n-k)!} + \frac{x^{n-k} - (x - a)^{n-k}}{2(n-k)!}$</td>
</tr>
<tr>
<td>Caputo</td>
<td>$\zeta D^+_{ji}$</td>
<td>$\frac{(-1)^k((x - a)^{n-k} + (x + a)^{n-k})}{2(n-k)!} + \frac{x^{n-k} + (x + a)^{n-k}}{2(n-k)!}$</td>
</tr>
<tr>
<td></td>
<td>$\zeta D^-_{ji}$</td>
<td>$\frac{(-1)^k((x + a)^{n-k} + (x - a)^{n-k})}{2(n-k)!} + \frac{x^{n-k} + (x - a)^{n-k}}{2(n-k)!}$</td>
</tr>
</tbody>
</table>
Gaussian radial function to 1, 2 and 3-dimensions [33]. The RBF-QR method is superior to the Contour-Padé method in that there is no restriction on the number of nodes and no extra set of parameters. Next, we give a brief overview of the RBF-QR method.

4.1. The RBF-QR method for interpolation

One of the well-known problems with the Direct-RBF method is the increasing ill-conditioning one encounters when \( N \) gets larger. In [31], it is shown that one can characterize this increase of ill-conditioning in function of the type of domain, and of the node distribution. The pattern of the ill-conditioning increase is given by the number of \( O(\varepsilon^2) \) eigenvalues of the collocation matrix, which they display in their Table 5.1 for several types of domains. For example, in a 1D non-periodic setting, we will find that the RBF collocation matrix has 1 eigenvalue of \( O(\varepsilon^2) \), 1 eigenvalue of \( O(\varepsilon^5) \), 1 eigenvalue of \( O(\varepsilon^8) \), etc. This means also that in this specific circumstance, the ill-conditioning will increase with \( N \) as the condition number \( \kappa \approx O(\varepsilon^{-2N}) \). In [33], Eq. (4.19) gives the following series expansion for the Gaussian radian function translate in 1D in terms of the Chebyshev polynomials \( T_j(x) \):

\[
e^{-\varepsilon^2(x-x_0)^2} = \sum_{j=0}^{\infty} \hat{c}_j(x_0)e^{-\varepsilon^2x^2}T_j(x),
\]

where \( c_j(x_0) = \frac{2t}{\pi} e^{-\varepsilon^2x^2}F_1([],j+1,\varepsilon^2x^2) \), with \( t_0 = \frac{1}{2} \) and \( t_j = 1 \) for \( j > 0 \) and \( F_n(z) \) is the hypergeometric function. We can truncate the series after \( p \) terms and express the radial function translates as in the following matrix equation

\[
\begin{pmatrix}
\phi((x-x_1)) \\
\phi((x-x_2)) \\
\vdots \\
\phi((x-x_m))
\end{pmatrix} = \begin{pmatrix}
c_0(x_1) & e^2c_1(x_1) & e^4c_2(x_1) & \cdots & e^{2p}c_p(x_1) \\
c_0(x_2) & e^2c_1(x_2) & e^4c_2(x_2) & \cdots & e^{2p}c_p(x_2) \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
c_0(x_m) & e^2c_1(x_m) & e^4c_2(x_m) & \cdots & e^{2p}c_p(x_m)
\end{pmatrix} = M
\begin{pmatrix}
e^{-\varepsilon^2x^2}T_0(x) \\
e^{-\varepsilon^2x^2}T_1(x) \\
\vdots \\
e^{-\varepsilon^2x^2}T_p(x)
\end{pmatrix},
\]

A QR-factorization can then be performed on the matrix \( M \), with a unitary matrix \( Q \) and an upper triangular rectangular matrix \( R \). Since \( R \) is formed by taking linear combinations of the rows of \( M \), it retains the same structure of powers of \( \varepsilon \) factors as \( M \). We can further take advantage of the upper-triangular structure of \( R \) to extract into a matrix \( E \), the common \( \varepsilon \) factors of each row:

\[
M = Q \begin{pmatrix}
m_{1,1} & e^2m_{1,2} & e^4m_{1,3} & \cdots & e^{2p}m_{1,p} \\
0 & e^2m_{2,2} & e^4m_{2,3} & \cdots & e^{2p}m_{2,p} \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
0 & 0 & e^{2p}m_{p,p}
\end{pmatrix} = Q \begin{pmatrix}
e^2m_{1,2} & e^4m_{1,3} & \cdots & e^{2p}m_{1,p} \\
0 & e^2m_{2,2} & e^4m_{2,3} & \cdots & e^{2(p-1)}m_{2,p} \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
0 & 0 & e^{2(p-n+1)}m_{n,p}
\end{pmatrix} = R
\]

where \( m_{ij} \) are the entries of the matrix \( R \) obtained with the QR factorization of matrix \( M \).

One can thus rewrite the RBF collocation matrix as follows:

\[
A = \begin{pmatrix}
\Phi^T(x_1) \\
\Phi^T(x_2) \\
\vdots \\
\Phi^T(x_m)
\end{pmatrix} = \begin{pmatrix}
\Xi^T(x_1) \\
\Xi^T(x_2) \\
\vdots \\
\Xi^T(x_m)
\end{pmatrix} \quad \Xi^T \cdot E \cdot Q^T \equiv \Xi^T \cdot \tilde{R}^T \cdot E \cdot Q^T
\]

The interpolation problem can be rewritten as well. We can now incorporate the vector \( \tilde{X} \) and the diagonal matrix \( E \) inside \( \tilde{B} \), the expansion coefficient vector associated with the new basis. The matrix \( E \) contains exactly the sequence of eigenvalues described above. We have thus analytically removed these eigenvalues out of the interpolation equation and hence removed the \( \varepsilon = 0 \) singularity. Fig. 1 shows the basis terms for both RBF-Direct and the RBF-QR approaches in the case of a small \( \varepsilon \) value. The sequence of operations defining the RBF-QR method can be summarized as follows:
\[ A \cdot \vec{\lambda} = \vec{f} \Rightarrow (\Xi^T \cdot \hat{R}) \cdot \left( \hat{E}^T \cdot Q^T \cdot \vec{\lambda} \right) = \vec{f} \Rightarrow \hat{A} \cdot \vec{\beta} = \vec{f}. \]

We will now apply this technique to stably discretize fractional differentiation operators using RBFs with small \( \varepsilon \) values.

4.2. Fractional derivative of the RBF-QR basis in 1D

Let us now compute the fractional derivatives of the RBF-QR basis functions. Since we want to compute these derivatives in an arbitrary domain \([a, b]\), we must first translate and scale the terms of the new basis from the RBF-QR domain \([-1, 1]\) to \([a, b]\). Assuming that \( y \in [-1, 1] \) and \( x \in [a, b] \), the mapping simply reads \( y = \frac{2x - a}{b - a} \). It should be noted that this transformation impacts the value of \( \varepsilon \) for which the RBF-QR method will converge. For \( y \in [-1, 1] \), the power series in \( \varepsilon_y \), key feature of the algorithm, converges for \( \varepsilon < 1 \). However, with the above linear transformation,

\[
\varepsilon^2 |y|-|y|= \left( \frac{2\varepsilon_y}{b-a} \right)^2 |x-x|^2 = \varepsilon^2 |x-x|^2 ,
\]

which implies that \( \varepsilon = \frac{2\varepsilon_y}{b-a} \) and that the algorithm will thus converge for \( \varepsilon < \frac{2}{b-a} \).

The terms of the new basis are linear combinations of \( N_j(y) = e^{-\varepsilon y^2} T_j(y) \) with \( y \in [-1, 1] \). We can write these functions in terms of \( x \) as \( N_j(y) = e^{-\varepsilon \left( \frac{x-a}{b-a} \right)^2} T_j\left( \frac{x-a}{b-a} \right) \), where \( x \in [a, b] \). We show how to take the fractional derivative of these functions in what follows. Since no closed form expression for the fractional derivative of \( N_j\left( \frac{x-a}{b-a} \right) \) is readily available, we start by finding its MacLaurin expansion and then apply the fractional derivative operator term by term. We obtain

\[
D^\alpha N_j\left( \frac{2x - a}{b - a} \right) = \sum_{i=0}^{\infty} (-\varepsilon)^i \sum_{l=0}^{i} \frac{2^l c_l}{(b-a)^l} \sum_{k=0}^{\frac{i-2l}{2}} \frac{(a + b)^{-l-k} \Gamma(i+2l+k)}{(i+2l+k)!} \frac{(-1)^{i+k} \Gamma(i+k)!}{(a - b)^k} D^\alpha x .
\]
in which $D^\nu$ can refer to a linear fractional derivative of any type. We give formulas for $D^\nu x^k$ in Table 2 for left and right Riemann Liouville and Caputo derivatives.

We can now build the matrix $B$ defined by Eq. (6), where $\phi$ is now an RBF-QR basis function. That matrix can be expressed as follows:

$$B = \begin{pmatrix} D^\nu_0 \Xi^T (x_{1-N}) \\ D^\nu_1 \Xi^T (x_{1-N}) \\ \vdots \\ D^\nu_N \Xi^T (x_{1-N}) \end{pmatrix} \cdot \tilde{R}^T \cdot E \cdot Q^T = D^\nu \Xi^T \cdot \tilde{R}^T \cdot E \cdot Q^T,$$

where $D^\nu_0$ again represents the combination of left and right Riemann–Liouville or Caputo fractional derivatives used in Eq. (1). The differentiation matrix $D = BA^{-1}$ can then be written as follows:

$$D = \left( D^\nu \Xi^T \cdot \tilde{R}^T \cdot E \cdot Q^T \right)^{-1} = D^\nu \Xi^T \cdot \tilde{R}^T \cdot E \cdot Q^{-1} \cdot Q \cdot E^{-1} \cdot (\Xi^T \cdot \tilde{R}^T)^{-1} = \left( D^\nu \Xi^T \cdot \tilde{R}^T \right)^{-1}$$

5. Numerical results

In this section, we perform some numerical experiments to compare the RBF-Direct and RBF-QR methods, and highlight the spectral accuracy of the latter. The first test case focuses only on the discretization of the fractional differential operator while the second considers the solution of a fractional-order diffusion equation.

5.1. 1D fractional differential operator

We show the quality of our method for discretizing fractional derivatives by comparing the true value of the following function’s derivative with our RBF-Direct and RBF-QR approximations. Let us consider the function $f(x) = \cos(jx)$ with $x \in [0, 1]$ for which the exact left-sided Caputo derivative reads:

$$\frac{\partial D^\alpha}{} \cos(jx) = (ij)^\alpha |x|^\alpha \sin(x) \frac{F_1(1, \alpha, x \alpha + 1, -i \alpha)}{2 \Gamma(\alpha + 1)} + \frac{F_1(1, \alpha, x \alpha + 1, -i \alpha)}{2 \Gamma(\alpha + 1)}$$

In order to compute the error, we have evaluated the RBF approximations to $\frac{\partial D^\alpha}{} \cos(4x)$ with $\alpha = 1.8$ on a set of a thousand equispaced nodes in $[0, 1]$. Fig. 2 shows the relative max norm error computed at these nodes. The error is displayed in function of $N$, the number of centers used in the RBF expansion, and for different values of $\alpha$. The Direct-RBF and RBF-QR methods are used depending on this value. It should be noted that the mapping from $[-1, 1]$ to $[0, 1]$ has allowed us to use the RBF-QR method for values of $\alpha \in [0, 2]$. Fig. 2(a) shows the error when the $N$ nodes are equispaced, while Fig. 2(b) shows the error produced when the $N$ nodes have a Chebyshev distribution, which provides a denser distribution on the edges of the domain.

It can be seen that the error decays exponentially with $N$, at a rate that depends on the value of the shape parameter $\alpha$. For both node distributions, a faster rate of convergence occurs for smaller values of $\alpha$, which are achievable only with the RBF-QR method. Fig. 2 highlights the error produced when $\alpha = 1.8$ for both the Direct and QR methods. This shape parameter value is large enough for us to use the RBF-Direct method, and small enough to use the RBF-QR method. As expected, both methods coincide exactly for small values of $N$, as their respective system is well-conditioned. However, when $N \approx 14$, the RBF-Direct becomes too ill-conditioned to give an accurate result and error stops decreasing. The RBF-QR method however continues to converge towards the exact solution. We notice also in Fig. 2(a) that the RBF-QR error grows when $N \geq 18$ for $\alpha = 1.0$ and $N \geq 22$ for $\alpha = 1.8$. As mentioned previously, the RBF interpolant converges towards a PS (and thus polynomial) interpolant as $\alpha \to 0$. The resulting interpolation can therefore be crippled by the spurious oscillations when the nodes are equispaced [44]. This issue is resolved when the nodes have a Chebyshev distribution as is shown in Fig. 2(b).

Fig. 3 shows the relative maximum-norm error versus the value of the shape parameter $\alpha$ for different values of $N$. Fornberg and Zuev [31] showed that the error has a very common structure as it decreases when the radial functions get flatter (i.e. as $\alpha \to 0$) until it reaches a minimum for some “optimal” shape parameter value. The error then increases again as the method converges to the PS method. It can be seen that

- For a same number of nodes $N$, the error curves computed via the RBF-Direct and the RBF-QR methods coincide exactly in the intersection of the range of $\alpha$ values for which each method is valid.
- The RBF method is capable of a better accuracy than the PS method.
- The error computed via the RBF-Direct method stagnates because of the ill-conditioning it faces when $\alpha$ is too small or when $N$ grows.
5.2. 1D fractional diffusion equation

As a second test case, we consider the following benchmark problem introduced by Sousa [45]. It consists in finding \( f(x,t) \) such that

\[
\frac{\partial f(x,t)}{\partial t} = d(x) \ D_1^\alpha f(x,t) + q(x,t) \quad \text{for } x \in [0,1] \text{ and } t > 0.
\]  

(11)

with \( d(x) = \frac{\Gamma(5-\alpha)}{2\pi} x^2, q(x,t) = -2e^{-t}x^4, f(x,0) = x^4, f(0,t) = 0 \) and \( f(1,t) = e^{-t} \). In that case, the exact solution of (11) reads:

\[
f(x,t) = e^{-t}x^4.
\]

Eq. (11) involves only a left-sided Riemann–Liouville fractional derivative and thus amounts to set \( \beta = 1 \) in Eq. (1) and add the reaction term \( q(x,t) \). Note that both the solution slope and value vanish on the left boundary and hence the left Riemann–Liouville fractional derivative without reaction term amounts to set \( b = 1 \) in Eq. (1).
Liouville and Caputo derivatives of \( f(x, t) \) are totally equivalent. Eq. (11) is discretized in time with a Crank–Nicolson scheme and a very small time step value is selected such that time discretization errors are negligible.

Fig. 4 shows the relative max-norm error between the numerical and exact solutions at \( t = 1 \) with respect to the number of nodes \( N \), both for equispaced and Chebyshev-distributed RBF centers. It can be seen that the error decays exponentially with the number of centers, however distributed. The rate of convergence increases as the shape parameter \( \epsilon \) decreases. However, for an equispaced node distribution, the error starts increasing after having reached a minimum value. This is again because RBFs converge to polynomials as \( \epsilon \to 0 \). Hence, they tend to suffer from spurious oscillations when the nodes are equispaced and when \( \epsilon \) becomes too small [44]. A few strategies have been developed to circumvent this problem and are presented in [46]: one can either cluster nodes in problematic regions (the edges in this case) or use other techniques such as the cubic splines’ Not-A-Knot. We show in Fig. 4(b) the error obtained when the nodes are clustered at the edges with a Chebyshev node distribution.

Fig. 5 shows the relative maximum-norm error versus \( \epsilon \), for several numbers of nodes \( N \), with a Chebyshev distribution. The error on the RBF-direct solution (dashed line) converges only for large values of \( \epsilon \) and starts diverging as soon as \( \epsilon \) becomes too small. The error on the RBF-QR solution (solid line) converges as soon as \( \epsilon < 2 \).

Fig. 4. Relative max-norm error in solving Eq. (11) with respect to the number of nodes \( N \) and for \( \epsilon = 2 \times 10^{-6}, 9 \times 10^{-7}, 3 \times 10^{-7}, 1 \times 10^{-1}, 6 \times 10^{-1} \) (in ascending order on the graphs). Only the RBF-QR method has been used since the values of \( \epsilon \) are too small to lead to any sensible result with the RBF-direct method. The error for an equispaced node distribution (a) diverges after having reached a minimum because the instability of polynomial approximation of analytic functions on equispaced grids [44]. That problem is circumvented on a Chebyshev node distribution (b).

Fig. 5. Relative max-norm error versus \( \epsilon \), for several numbers of nodes \( N \), with a Chebyshev distribution. The error on the RBF-direct solution (dashed line) converges only for large values of \( \epsilon \) and starts diverging as soon as \( \epsilon \) becomes too small. The error on the RBF-QR solution (solid line) converges as soon as \( \epsilon < 2 \).

Liouville and Caputo derivatives of \( f(x, t) \) are totally equivalent. Eq. (11) is discretized in time with a Crank–Nicolson scheme and a very small time step value is selected such that time discretization errors are negligible.

Fig. 4 shows the relative max-norm error between the numerical and exact solutions at \( t = 1 \) with respect to the number of nodes \( N \), both for equispaced and Chebyshev-distributed RBF centers. It can be seen that the error decays exponentially with the number of centers, however distributed. The rate of convergence increases as the shape parameter \( \epsilon \) decreases. However, for an equispaced node distribution, the error starts increasing after having reached a minimum value. This is again because RBFs converge to polynomials as \( \epsilon \to 0 \). Hence, they tend to suffer from spurious oscillations when the nodes are equispaced and when \( \epsilon \) becomes too small [44]. A few strategies have been developed to circumvent this problem and are presented in [46]: one can either cluster nodes in problematic regions (the edges in this case) or use other techniques such as the cubic splines’ Not-A-Knot. We show in Fig. 4(b) the error obtained when the nodes are clustered at the edges with a Chebyshev node distribution.

Fig. 5 shows the relative maximum-norm error with respect to the shape parameter \( \epsilon \), for different numbers of RBF nodes \( N \), placed according to a Chebyshev distribution. We used the RBF-QR and RBF-direct algorithms depending on the value of \( \epsilon \). It can be seen that the RBF-QR and RBF-direct methods give equivalent results when the shape parameter is large enough for the RBF-direct method to produce an accurate result, and low enough for the RBF-QR method to converge. Further, the error converges to machine precision for all values of \( N \) with the RBF-QR method. Since the exact solution is a 4th-order polynomial, it is exactly represented in the limit of \( \epsilon \to 0 \) as soon as \( N \geq 5 \).
6. Conclusion

The global character of radial functions is often seen as a negative quality of RBFs because of the computational cost and the ill-conditioning problems it causes. Globally, however, is a key feature of fractional derivatives. Only the integer-order derivative is local in essence. We have shown in this work that RBFs can be used to efficiently capture this feature.

The RBF method can be seen as a compromise between the PS and FE methods, depending on whether the RBF radial functions are flatter or steeper. It is not surprising that the best quality of the operator is found for small values of the shape parameter, corresponding to relatively flat radial functions which exhibit the strongest global character. It is in that range, however, that the ill-conditioning is the worst. We used the RBF-QR method to analytically remove this ill-conditioning and compute differentiation matrices to discretize fractional derivatives with spectral accuracy. We have also shown that even in the small shape parameter range, RBFs allow us to bypass problems, such as the spurious oscillation on equispaced nodes, that are specific to PS methods, by adapting the node distribution to the problem at hand.

Fractional derivatives are generally impossible to analytically compute in closed form and the common discretization techniques are all limited in either their accuracy or their ill-conditioning. We show, with the help of the RBF-QR algorithm, how RBFs offer an excellent approach for computing fractional derivatives and for solving fractional differential equations, both stably and accurately. In addition to that, RBFs easily allow extensions to higher dimensions. This will be the subject of a future study.
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