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Résumé

This paper addresses the problem of parameterization for speech/music discrimination. The current successful parameterization based on cepstral coefficients uses the Fourier transformation (FT), which is well adapted for stationary signals. In order to take into account the non stationarity of music/speech signals, this work proposes to study wavelet-based signal decomposition instead of FT. Three wavelet families and several numbers of vanishing moments have been evaluated. Different types of energy, calculated for each frequency band obtained from wavelet decomposition, are studied. Static, dynamic and long-term parameters were evaluated. The proposed parameterization are integrated into two class/non-class classifiers: one for speech/non-speech, one for music/non-music. Different experiments on realistic corpora, including different styles of speech and music (Broadcast News, Entertainment, Scheirer), illustrate the performance of the proposed parameterization, especially for music/non-music discrimination. Our parameterization yielded a significant reduction of the error rate. More than 30% relative improvement was obtained for the envisaged tasks compared to MFCC parameterization.
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1 Introduction

This paper addresses the problem of parameterization for speech/music discrimination. We propose to take into account the difference between music and
speech at the parameter level: a combination of time and frequency features that deal with non-stationary signals will be used. The proposed approaches were evaluated on several real-world corpora extracted from radio programs. These corpora contain a lot of superimposed segments, such as speech with music or songs with a “fade-in fade-out” effect.

In real world applications, automatic speech recognition systems (ASRs) are faced with a large diversity of audio signals: speech, music, noise as well as their superimpositions. The performance of standard ASRs usually decreases drastically when they are confronted with this kind of mixed condition. During the automatic speech recognition step, a wide variety of environment adaptation and compensation approaches can be used to treat the differences between training and testing conditions [21]. On the other hand, these techniques are not powerful enough in the case of mixed speech/music, because they only take into account the specificity of speech and are not appropriate for music. In these situations a preprocessing step is necessary before recognition. The basic principle of speech/music discrimination consists in segmenting the signal into homogeneous parts and in classifying each part in predefined categories like speech, music, speech superimposed on music (called speech over music). Sometimes more precise categories can be used for music, such as instrumental music, songs, etc. [12], [46]. The music segments are then discarded, to avoid recognition mistakes and the speech over music segments can be used to perform powerful compensation or adaptation. For example, speech/music detection could speed up the process of automatic captioning of TV transmissions by skipping the non-speech segments and avoiding incorrect transcriptions during music, songs or jingle segments. Another realistic application of speech/music discrimination is its ability to give interesting information about the type of music for indexing and retrieval of audio documents. Thus, the development of speech/music discrimination methods has become an important research area.

Speech/music discrimination differs from Voice Activity Detection (VAD). VAD aims to discriminate between noise and speech and not between speech and music. More particularly, VAD is not able to discriminate speech from songs.

Figure 1 illustrates the differences between speech and music signals. A wide variety of parameterization techniques has been used for speech/music discrimination. They can be divided into three classes according to the domain in which they are computed: the time, frequency or mixed (time and frequency) domain.

Time-domain features represent the temporal characteristics of the signal. For example, the zero crossing rate (ZCR) [41], [42], [34] can detect unvoiced parts of the audio signal. During speech there is an alternation of voiced
and unvoiced segments. ZCR is greater during unvoiced segments than voiced segments. So, peaks occur in the evolution of the ZCR during speech. For music, the variations of the ZCR are smoother.

Frequency-domain features characterize the spectral envelope of the signal. Some examples are spectral centroid [42], harmonic coefficients [6], [49] and spectral peak track [51], [43]. The Mel Frequency Cepstral Coefficients parameters (MFCC), which could be classified in this category, are considered as one of the best parameterizations for speech/music discrimination [4], [5], [2], [13], [6], [15], [18], [44], [19], [29], [37], [38].

Combinations of time and frequency features are for instance the spectral flux [30], [42] or the 4Hz modulation energy [42], [35]. The spectral flux detects the harmonic continuity in music. The high variations of spectral flux are specific for speech. This is due to the alternation of consonants and vowels. The 4Hz modulation energy is more specific for speech than for music, because it corresponds to the syllabic rate.

Concerning the classification step, most systems are based on Gaussian Mixtures Models (GMM) or Hidden Markov Models (HMM). Nevertheless, some systems use other speech/music classifiers, such as Multi-Layer Perceptron [22], [24], Maximum A Posteriori classifier [42], k-Nearest Neighbors [42], and different hybrid systems: MLP/SVM (Support Vector Machine) [14], MLP/HMM [1].
This article presents a new parameterization approach for speech/music discrimination based on the wavelet decomposition of the signal. Our goal is not to propose a new wavelet type but to apply the wavelet formalism for speech/music discrimination. Our motivation to apply wavelets to speech/music discrimination is due to their ability to extract time-frequency features and to deal with non-stationary signals. Kahn and al. Earlier, [22] proposed the wavelet parameterization for speech/music detection. But he used only two values per frame to perform speech/music classification: the mean and the variance of the discrete wavelet transform coefficients. In our work, we use the wavelet coefficients in each frequency band of every frame, so a more accurate analysis can be performed. We study several features based on wavelet decomposition and test them on some broadcast programs. Furthermore, we compare their performance with MFCC because studies [5], [2], [29] have showed that the latter achieve state-of-the-art results in speech/music discrimination. Besides, many automatic news transcription systems use MFCC-based parameterization for speech/music segmentation in different evaluation campaigns, like the DARPA evaluation (1997-2000) or the recent ESTER campaign (2003-2005) [18]. We refer to the systems designed by Cambridge (HTK) [44], LIA [13], LIMSI [16] and LORIA (ANTS, Automatic News Transcription System) [4].

To perform the classification we chose a “class/non-class” approach: a speech/non-speech segmentation and a music/non-music segmentation [35]. This approach allows us to determine the best parameters for each task and to increase the accuracy. The classification method is based on the Viterbi algorithm which uses HMM models (HTK toolkit [50]), because it simultaneously performs classification and segmentation.

The paper is organized as follows. First, the wavelet decomposition and the wavelet-based parameters are briefly introduced in section 2. Then, our speech/music discrimination system is presented in section 3. Next, experimental results obtained for speech/music discrimination on various corpora are discussed in section 4, followed by a conclusion in section 5.

2 Wavelet-based Parameters for Speech/Music Discrimination

In this section, we introduce our parameterization method based on wavelet transforms. The signal is first analyzed using the wavelet transform, then different energy parameters are calculated. As the purpose of this article is not wavelet signal analysis but only its use for speech/music discrimination, we shortly introduce the wavelet transforms.

4
For speech/music discrimination, it is essential to deal with non-stationary signals and to achieve variable time and frequency localization of acoustic cues. *Multi-resolution Analysis* (MRA) is a signal analysis, which provides a time-frequency representation of the signal, well suited for non-stationary signals [31], [32]. MRA analysis offers an alternative to the more traditional Short-Time Fourier Transform (STFT). The problem with STFT is that the shorter the analysis window is, the better the time resolution, but the poorer the frequency resolution. This means that STFT is facing the resolution problem, e.g. which window size to use. The solution of this problem is often application dependent. In contrast, MRA analyses the signal at different frequencies with different resolutions and is well adapted for non-stationary signals. Indeed, MRA makes sense especially when the signal has many high frequency components for short durations and low frequency components for long durations, which is often the case for speech and music signals.

In our work, we chose a specific case of MRA: *Discrete Wavelet Transform* (DWT). DWT provides a compact representation of the signal, has a rich set of basis functions and can be implemented very efficiently. Wavelet-based signal analysis has been successfully applied to various problems, such as image size reduction [39], speech denoising [26], automatic speech recognition [7], [40] and audio classification [28], [46].

A DWT can be derived from a Continuous Wavelet Transform (CWT). Given a time signal $x(t)$, the continuous wavelet transform is given by:

$$CWT(r,s) = \frac{1}{\sqrt{|s|}} \int x(t) \Psi^*(\frac{t-r}{s}) dt$$

(1)

where $*$ is the conjugate operator. $\Psi(t)$ is a time function called “mother wavelet”, $r (r \geq 0)$ is related to the time location of the analyzing window and $s$ corresponds to scale (scale $s < 1$ dilates the analysis function, scale $s > 1$ compresses the analysis function. By varying $r$ and $s$, the “mother wavelet” is scaled and shifted. Several “mother wavelets”, called wavelet families, have been proposed.

Using the dyadic decomposition ($s = 2^j$, cf. Figure 2), and a discrete signal $x[m], m = 0,\ldots,N−1$, a CWT is transformed into a DWT:

$$DWT[n,2^j] = \sum_{m=0}^{N−1} x[m] \Psi^*_{2^j}[m − n]$$

(2)

where

$$\Psi_{2^j}[n] = \frac{1}{\sqrt{2^j}} \Psi\left(\frac{n}{2^j}\right)$$

(3)
Fig. 2 – Example of a dyadic time-frequency decomposition.

Fig. 3 – DWT with two decomposition levels. $a_1(r), a_2(r)$ are the approximation coefficients, $w_1(r), w_2(r)$ the wavelet coefficients.

The DWT provides a rough approximation of the Mel scale and can be computed efficiently using a fast, pyramidal algorithm related to a multi-rate filter-bank: S. Mallat [32] has shown that frequency band decomposition can be obtained by successive low-pass (L) and high-pass (H) filterings of the signal in the time domain. Figure 3 illustrates a decomposition with two levels. The symbol “$\downarrow 2$” denotes a down-sampling by 2. This figure illustrates that at each level $j$, the signal is decomposed into approximation coefficients $a_j(r)$ (output of low-pass filter) and detail coefficients $w_j(r)$ (output of high-pass filter). Approximation coefficients correspond to local averages of the signal. Detail coefficients, named also wavelet coefficients, can be viewed as the differences between two successive local averages, i.e. between two successive approximations of the signal [33]. The index $j$ corresponds to the frequency band.

Our work on DWT is based on the Daubechies, Symlet and Coiflet families because these wavelets are some of the best known wavelets and have been successfully used for speech recognition [8], [17]. Daubechies and Symlet wavelet families correspond to FIR filters (L, H). Daubechies and Symlet wavelet
families have an interesting property: they have a minimum support\(^1\) for a given number of vanishing moments. Small support size allows better singularity detection. The definition of vanishing moments will be provided in section 4.3.1.

For speech/music discrimination, we propose to use only wavelet coefficients \(w_j(r)\) to analyze the acoustic signal, because they can capture the sudden modifications of the signal.

2.2 Energy-based Parameters

The energy distribution in each frequency band is a very relevant acoustic cue. For this reason we employ energy, calculated from DWT, as a speech/music discrimination feature.

Let, as below, \(w_j(r)\) denote the wavelet coefficient at time position \(r\) and frequency band \(j\). We underline that the frequency band decomposition and time decomposition correspond to the dyadic scale (see Figure 2): time resolution halves while the frequency resolution doubles. If \(N\) is the length of the analysis window, \(w_j(r)\) has \(N_j = N/2^j\) samples\(^2\) and three methods are investigated for extracting the wavelet energies:

- **Instantaneous Energy** (labelled E in Tables) gives the energy distribution in each band:
  \[
  f_j^E = \log_{10} \left( \frac{1}{N_j} \sum_{r=1}^{N_j} (w_j(r))^2 \right)
  \]  

- **Teager Energy** (labelled T\(E\) in Tables) was recently applied for speech recognition [36], [11]:
  \[
  f_j^{TE} = \log_{10} \left( \frac{1}{N_j} \sum_{r=1}^{N_j-1} |(w_j(r))^2 - w_j(r-1) \ast w_j(r+1)| \right)
  \]  

The discrete Teager Energy Operator (TEO), introduced by Kaiser [23], allows modulation energy tracking and gives a better representation of the formant information in the feature vector compared to MFCC. The Teager energy is a noise robust parameter for speech recognition because the effect of additive noise is attenuated: good results are obtained in presence of car

\(^1\)The scaling function is compactly supported if and only if the filter \(L\) has a finite support.

\(^2\)For instance, using 5 bands on 512 samples window, \(N_1 = 256\), \(N_2 = 128\), \(N_3 = 64\), \(N_4 = 32\) and \(N_5 = 16\).
engine noise [20]. The Instantaneous energy reflects only the amplitude of
the signal whereas the Teager energy operator reflects the variations in both
amplitude and frequency of the signal [45].

Figure 4 is an example of two spectrograms: one based on wavelet coefficients
(Coiflet, 5 bands, Teager energy) and the other based on STFT coefficients
for the same signal. The variations of energy in each frequency band are
greater for speech than for music. This can be observed for STFT parameters
as well as for wavelet parameters.

- **Hierarchical Energy** (labelled $H\_E$ in Tables), used in automatic speech
  recognition to parameterize the signal [17], [27]. We wanted to assess
  the idea presented by Kryze [27]. It provides a hierarchical time resolution
  and gives more importance to the center of the analysis window:

  \[ f_j^{H\_E} = \log_{10} \left( \frac{1}{N_j} \sum_{r=(N_j+N_{j'})/2}^{(N_j-N_{j'})/2} (w_j(r))^2 \right) \]  

  \( J \) corresponds to the lowest band.

After energy calculation, we decided not to perform a DCT (*Discrete Cosinus
Transform*), like for MFCC, because we want to keep the interpretation of
coefficients as frequency band energies.

3 Speech/Music Discrimination System

3.1 System Description

The chosen classification approach is a “class/non-class” one. In other words,
class detection is performed by comparing a class model and a non-class model
estimated on the same representation space. Two classification systems
are implemented: speech/non-speech and music/non-music. By taking the
“class/non-class” approach, we will be able to optimize the parameterization
separately for each classification system. The decisions of both classification
systems are merged and the audio signal is segmented into four categories:
speech (S), music (M), speech over music (SM) and silence/noise (N) (cf.
Table 1). Figure 5 shows the architecture of our speech/music discrimination
system.

According to [42], the choice of classifier (GMM, HMM, NN, etc.) is not
important for this kind of discrimination task. Therefore, we decided to choose
a stochastic classifier. A GMM model containing between 8 and 64 Gaussians
per state is trained to model each class. A frame by frame decision would lead
Fig. 4 – Above: spectrogram based on STFT (128 frequency bands, frame size 32ms), below: spectrogram based on Coiflet, (5 bands, Teager energy), for a 2s signal containing speech during the first part and music during the last one.

<table>
<thead>
<tr>
<th>S/NS classifier</th>
<th>M/NM classifier</th>
<th>Final decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speech</td>
<td>Non-Music</td>
<td>Speech</td>
</tr>
<tr>
<td>Speech</td>
<td>Music</td>
<td>Speech over Music</td>
</tr>
<tr>
<td>Non-Speech</td>
<td>Music</td>
<td>Music</td>
</tr>
<tr>
<td>Non-Speech</td>
<td>Non-Music</td>
<td>Silence/Noise</td>
</tr>
</tbody>
</table>

Tab. 1 – Final discrimination results for a segment using two classifiers: speech/non-speech and music/non-music.

to unrealistic 10ms segments. To avoid this, for each recognized segment a 0.5s minimal duration is imposed by concatenating 50 GMMs\(^3\). This gives an HMM model with 50 states. The Viterbi algorithm provides the best model sequence, describing the audio signal.

3. A duration of 0.5 seconds is chosen because we assume that a speech segment contains at least one word and consequently, lasts at least 0.5 seconds.
3.2 Evaluation

To evaluate our different features, three error rates are computed:

- **Music/Non-Music classification error rate** (labelled M/NM in the Tables). Music/non-music segmentation could be useful for audio indexing.
- **Speech/Non-Speech classification error rate** (labelled S/NS in the Tables). Speech/non-speech detection is useful for discarding the non-speech segments when performing the automatic transcription of broadcast programs.
- **Global classification error rate** (labelled GR in the Tables). Global rate can evaluate the quality of the segmentation system, because this measure takes into account all kinds of segmentation errors. The global error rate corresponds to a more difficult task: we have to segment the audio signal into 4 classes: speech, music, speech over music, other. For S/NS and M/NM tasks there are only 2 kinds of segments, so discrimination is easier and the error rate is smaller. Let $n_y$ be the number of frames recognized as $y$ having label $y$, and $T$ the total number of frames. The global error rate is computed as follow:

$$100 \times (1 - \frac{n_{SM}^S + n_{SM}^M + n_{S}^S + n_{N}^N}{T})$$

4 Experiments and Results

4.1 Parameterization

The signal is sampled at 16kHz. After pre-emphasis, the following parameters are computed on a 32ms Hamming window with a 10ms shift. 32ms is a commonly used window duration in many ASR systems. We used two types of features:

- **Baseline MFCC features.** 12 MFCC coefficients including $C_0$ (computed from 24 triangular filters) with their first and second derivatives are computed. This parameterization is the most usual in speech recognition. Finally,
a vector of 36 components is obtained. These parameters were chosen as baseline because they have achieved very good performance for speech/music discrimination (cf. section 1).

- Wavelet-based features. The energy features, described in section 2.2, are calculated on wavelet coefficients obtained with different wavelet families: Daubechies, Coiflet and Symlet. As previously mentioned, these wavelet families are the most popular ones and have been utilized for speech recognition. Let us point out that we use only detail coefficients. Multi-resolution parameters are computed for different decomposition levels, i.e. for different numbers of frequency bands.

4.2 Database Description

All the following corpora are manually segmented into speech/non-speech and music/non-music. Silence and background noise segments are labelled as non-speech and non-music.

4.2.1 Training Corpus

The training corpus is composed of two parts: “Audio CDs” and “Broadcast programs”. The “Audio CDs” corpus (2 hours) is made up of several tracks of instrumental music (jazz, electronic music and classical music) and songs (rock and pop) extracted from CDs. The “Broadcast programs” corpus (4 hours 20mn) contains programs from the French radio: broadcast news as well as interviews and musical programs.

4.2.2 Test Corpora

We carried out test experiments on three entirely different corpora:

- We use only the test part of Scheirer corpus built by E. Scheirer and M. Slaney [42]. All audio files are homogeneous and have the same duration of 15 seconds: 20 files of broadband or telephone speech, 21 files of music and 20 files of vocals. Note that this test part does not contain speech with music in background. The audio is recorded from an FM tuner in San Francisco Bay Area using a variety of stations, styles and noise levels. The music styles are more various (jazz, pop, country, etc.) than in the Entertainment corpus (see below). Vocals (singing) are labeled as music. This corpus is composed of 32% speech frames and 68% music frames. This corpus allows us to evaluate our new parameterizations on a corpus which has been used in previous studies [42], [48], [3]. We don’t exploit the file
homogeneity information and our discrimination system can split a file into different segments.

Let us note that compared to [42], the cross-validation testing framework is not used here: only the test part of Scheirer data is used to build this test corpus and our models are trained as explained in 4.2.1. The confidence interval is ±1% at a 0.05 significance level for about 5% error rate.

- The News corpus consists of three 1-hour files of French radio stations France-Inter and Radio France International and contains mainly speech or speech over jingles (86% speech, 11% speech over music and 3% music). This corpus is interesting in the way that our speech/music discrimination system can be evaluated on a broadcast news transcription task. The confidence interval is ±0.5% for about 10% error rate.

- The Entertainment corpus is composed of three 20-minutes shows (interviews and musical programs). It was recorded and given to us by a French radio station. This corpus is considered as quite difficult. Indeed, there are a lot of superimposed segments, such as speech with music or songs with an effect of “fade-in fade-out”. Moreover, it contains an alternation of broadband speech and telephone speech and some interviews are very noisy. It is made up of 52% speech frames, 18% speech over music frames and 30% music frames. The confidence interval is ±1% for about 20% error rate.

As the three test corpora are very different (different kind of radio programs), more often than not, experimental results will be presented corpus by corpus.

4.3 Experimental Results and Discussion

As our goal was to study the relevance of wavelet parameterization for speech/music discrimination, we began our experiments by determining the best wavelets: wavelet type, number of vanishing moments and number of decomposition bands.

We then assessed the performance of the three energy parameters computed from the wavelet coefficients for each segmentation task and we compared these results with the ones obtained by the MFCC baseline segmentation system. Besides, we compared our parameters with 4Hz modulation energy, because according to Scheirer [42] and Pinquier [35] the 4Hz modulation was one of the best parameters for speech/music discrimination.

After evaluating static wavelet parameters, we tested dynamic parameters [10]. Indeed, several studies [42], [47] demonstrated that dynamic features allow to efficiently take into account the specificity of the speech and music structure. The main conclusion of Scheirer’s study was that the variance of the parameters give better results than the parameters themselves. [25] also concluded
that variance of MFCC parameters is a relevant feature. Indeed, this kind of long-term parameter should capture the rhythm differences between speech and music. For these reasons, we studied the variance of wavelet parameters [9].

### 4.3.1 Effect of Wavelet Type and the Number of Vanishing Moments

The goal of our first experiment was to study the influence of different families of wavelets (Daubechies, noted as \( db \) in the Tables, Coiflet, noted as \( \text{coif} \), Symlet, noted as \( \text{sym} \)) and the number of vanishing moments of the mother wavelets that generated these families. The mother wavelet has \( p \) vanishing moments if:

\[
\int_{-\infty}^{+\infty} t^k \Psi(t) \, dt = 0, \text{ for } 0 \leq k < p
\]

(7)

This means that \( \Psi(t) \) is orthogonal to any polynomial of degree \( p - 1 \). So, if the signal is well approximated by a Taylor polynomial of degree \( k \), and \( k < p \) then the wavelet coefficients at fine scales have a small amplitude [32]. This property is useful to detect abrupt transitions: wavelet coefficients will be larger during a transition.

For this preliminary experiment, we chose to limit our study to static parameters: instantaneous energy and 5 bands. The corresponding frequency limits are [8000-4000], [4000-2000], [2000-1000], [1000-500], [500-250] Hz. To simplify their interpretation, the results are presented on all test corpora together in terms of speech/non-speech and music/non-music error rates.

Table 2 indicates that the best results were obtained with the smallest number of vanishing moments, especially for the music/non-music discrimination task. With a small number of vanishing moments, abrupt transitions give large wavelet coefficients. So the alternation vowel/fricative or vowel/plosive can be better detected and speech/music discrimination is more accurate.

Another conclusion that can be drawn from this Table is that the different wavelet families (Daubechies, Coiflet, Symlet) achieved similar performance when there is a low number of vanishing moments.

As the three wavelet families gave similar performance and in order to reduce the experimental part, we chose to only use Daubechies (\( db-2 \)) and Coiflet (\( \text{coif-1} \)) wavelets in the following experiments.

### 4.3.2 Static Parameters

In this experiment, static features based on wavelets were studied. More precisely, we evaluated different decomposition levels (number of bands) and
different energies: instantaneous (labelled $E$ in the Tables), Teager (labelled $T_E$) and hierarchical (labelled $H_E$) energies. As said in the previous section, we used only Daubechie and Coiflet wavelets. Two decomposition levels were evaluated: 5 and 7 because a preliminary study showed that best classification results were achieved with 5 and 7 decomposition bands.

The experimental results for speech/non-speech and music/non-music discrimination for each test corpus are presented in Tables 3 and 4. Several conclusions can be drawn:

- **Wavelets/MFCC**
  For speech/non-speech discrimination, the performance of static wavelet features proposed in this paper is comparable to the performance of baseline MFCC features for Scheirer and News corpora (cf. Table 3). But, wavelet features outperform MFCC features for the most difficult corpus (Entertainment) which contains a lot of superimposed segments (speech over music). For the music/non-music discrimination task, wavelet-based parameters are significantly better than MFCC ones (cf. Table 4) for all three corpora. This confirms our hypothesis that wavelet coefficients are better than MFCC for dealing with non-stationary signals.

  We can notice that wavelet features have a more compact representation. Indeed, similar or better results are obtained with a 5- or 7-component vector for wavelet parameterization and with 36-component vector for MFCC.

- **Coiflet/Daubechie**
Because it is difficult to predict which wavelet family is more suitable for a given task, we evaluated Coiflet and Daubechies for the two tasks. The two wavelet families obtained similar performance.

- **Energies**
  For speech/non-speech, Teager Energy features provided slightly better discrimination for all corpora. This can be explained by the fact that Teager Energy has the ability to compensate additive noise [20]. So, speech over music segments can be better classified. On the other hand, for music/non-music, no clear conclusion can be drawn.

- **Number of bands**
  For corpora containing a lot of music (Scheirer) or speech over music (Entertainment) it is better to use 7 bands for the music/non-music discrimination. In the low frequency (7th) band, on average less energy can be found for pure speech compared to music. So, using 7 bands is useful for music/non-music discrimination.

<table>
<thead>
<tr>
<th>Wavelet</th>
<th>NbBands</th>
<th>NbPar</th>
<th>Energy</th>
<th>Scheier</th>
<th>News</th>
<th>Enter</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC+Δ+ΔΔ</td>
<td>36</td>
<td>–</td>
<td>2.5</td>
<td>2.9</td>
<td>5.8</td>
<td></td>
</tr>
<tr>
<td>db-2</td>
<td>5</td>
<td>5</td>
<td>E</td>
<td>3.3 (-32%)</td>
<td>3.6 (-24%)</td>
<td>4.3 (26%)</td>
</tr>
<tr>
<td>db-2</td>
<td>5</td>
<td>5</td>
<td>T_E</td>
<td>3.3 (-32%)</td>
<td>3.2 (-10%)</td>
<td>4.2 (28%)</td>
</tr>
<tr>
<td>db-2</td>
<td>5</td>
<td>5</td>
<td>H_E</td>
<td>3.2 (-28%)</td>
<td>4.6 (-59%)</td>
<td>4.3 (26%)</td>
</tr>
<tr>
<td>db-2</td>
<td>7</td>
<td>7</td>
<td>E</td>
<td>3.3 (-32%)</td>
<td>6.5 (-124%)</td>
<td>6.9 (-19%)</td>
</tr>
<tr>
<td>db-2</td>
<td>7</td>
<td>7</td>
<td>T_E</td>
<td>3.3 (-32%)</td>
<td>6.4 (-121%)</td>
<td>5.9 (-2%)</td>
</tr>
<tr>
<td>db-2</td>
<td>7</td>
<td>7</td>
<td>H_E</td>
<td>3.3 (-32%)</td>
<td>7.6 (-162%)</td>
<td>5.9 (-2%)</td>
</tr>
<tr>
<td>coif-1</td>
<td>5</td>
<td>5</td>
<td>E</td>
<td>3.3 (-32%)</td>
<td>3.7 (-28%)</td>
<td>4.2 (28%)</td>
</tr>
<tr>
<td>coif-1</td>
<td>5</td>
<td>5</td>
<td>T_E</td>
<td>3.3 (-32%)</td>
<td>3.2 (-10%)</td>
<td>4.2 (28%)</td>
</tr>
<tr>
<td>coif-1</td>
<td>5</td>
<td>5</td>
<td>H_E</td>
<td>3.3 (-32%)</td>
<td>4.4 (-52%)</td>
<td>4.3 (26%)</td>
</tr>
<tr>
<td>coif-1</td>
<td>7</td>
<td>7</td>
<td>E</td>
<td>3.3 (-32%)</td>
<td>7.4 (-155%)</td>
<td>6.8 (-17%)</td>
</tr>
<tr>
<td>coif-1</td>
<td>7</td>
<td>7</td>
<td>T_E</td>
<td>3.6 (-44%)</td>
<td>6.4 (-121%)</td>
<td>6.1 (-5%)</td>
</tr>
<tr>
<td>coif-1</td>
<td>7</td>
<td>7</td>
<td>H_E</td>
<td>3.3 (-32%)</td>
<td>7.6 (-162%)</td>
<td>6.6 (-14%)</td>
</tr>
</tbody>
</table>

Tab. 3 – Speech/non-speech discrimination results using wavelets db-2 and coif-1, 5 and 7 bands. Frame error rate in percentages. Relative improvement rates compared to MFCC are presented in parentheses.

In this section, we studied the relevance of static wavelet parameters according to different families, energy features and number of decomposition bands. In accordance with the results presented here, in the following experiments we
<table>
<thead>
<tr>
<th>Wavelet</th>
<th>NbBands</th>
<th>NbPar</th>
<th>Energy</th>
<th>Scheirer</th>
<th>News</th>
<th>Enter</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC+Δ+ΔΔ</td>
<td>36</td>
<td>–</td>
<td>6.5</td>
<td>13.1</td>
<td>23.1</td>
<td></td>
</tr>
<tr>
<td>db-2</td>
<td>5</td>
<td>5</td>
<td>E</td>
<td>5.3 (18%)</td>
<td>8.3 (37%)</td>
<td>15.9 (31%)</td>
</tr>
<tr>
<td>db-2</td>
<td>5</td>
<td>5</td>
<td>T_E</td>
<td>5.4 (17%)</td>
<td>7.9 (40%)</td>
<td>17.0 (26%)</td>
</tr>
<tr>
<td>db-2</td>
<td>5</td>
<td>5</td>
<td>H_E</td>
<td>5.1 (22%)</td>
<td>7.2 (45%)</td>
<td>19.2 (17%)</td>
</tr>
<tr>
<td>db-2</td>
<td>7</td>
<td>7</td>
<td>E</td>
<td>4.3 (34%)</td>
<td>11.4 (13%)</td>
<td>13.3 (42%)</td>
</tr>
<tr>
<td>db-2</td>
<td>7</td>
<td>7</td>
<td>T_E</td>
<td>3.7 (43%)</td>
<td>10.1 (23%)</td>
<td>14.0 (39%)</td>
</tr>
<tr>
<td>db-2</td>
<td>7</td>
<td>7</td>
<td>H_E</td>
<td>3.7 (43%)</td>
<td>10.8 (18%)</td>
<td>13.8 (40%)</td>
</tr>
<tr>
<td>coif-1</td>
<td>5</td>
<td>5</td>
<td>E</td>
<td>5.3 (18%)</td>
<td>7.8 (40%)</td>
<td>16.5 (29%)</td>
</tr>
<tr>
<td>coif-1</td>
<td>5</td>
<td>5</td>
<td>T_E</td>
<td>5.6 (14%)</td>
<td>8.0 (39%)</td>
<td>17.0 (26%)</td>
</tr>
<tr>
<td>coif-1</td>
<td>5</td>
<td>5</td>
<td>H_E</td>
<td>5.3 (18%)</td>
<td>7.0 (47%)</td>
<td>18.5 (20%)</td>
</tr>
<tr>
<td>coif-1</td>
<td>7</td>
<td>7</td>
<td>E</td>
<td>4.3 (34%)</td>
<td>11.4 (13%)</td>
<td>14.5 (37%)</td>
</tr>
<tr>
<td>coif-1</td>
<td>7</td>
<td>7</td>
<td>T_E</td>
<td>3.7 (43%)</td>
<td>10.1 (23%)</td>
<td>14.6 (37%)</td>
</tr>
<tr>
<td>coif-1</td>
<td>7</td>
<td>7</td>
<td>H_E</td>
<td>3.7 (43%)</td>
<td>10.9 (16%)</td>
<td>14.8 (36%)</td>
</tr>
</tbody>
</table>

Tab. 4 –
Music/non-music discrimination results using wavelets db-2 and coif-1 with 5 and 7 bands. Frame error rate in percentages. Relative improvement rates compared to MFCC are presented in parentheses.

restricted the studied parameters to one wavelet family (Coiflet) and to one number of decomposition bands for each task (5 bands for speech/non-speech, 7 bands for music/non-music).

4.3.3 Comparison between the Wavelet-based Parameters and the 4Hz Modulation Parameter

The goal of this section is to compare the performance of the 4Hz modulation parameter and the wavelet-based parameters because 4Hz modulation yielded a good speech/music discrimination. In our work, the 4Hz modulation parameter was computed as follows:

- Speech signal is segmented into 16ms windows without overlapping;
- Mel filter bands are extracted with FFT;
- Each frequency band is filtered with a band-pass filter centered at 4 Hz;
- After this, all filter channels are added and the variance is computed on a 1-second window.
Table 5 shows that:

- For speech/non-speech discrimination, wavelet parameters obtain better results than 4Hz modulation parameter;
- For music/non-music task, 4Hz energy works well on the Scheirer and News corpora but does not obtain good results on Entertainment corpus. In this last case the errors are due to the fact that speech over music segments or speech with background noise are misclassified as music segments. An unique parameter (like 4Hz modulation) cannot capture the variability of speech over music or speech with background noise.

<table>
<thead>
<tr>
<th>Parameterization</th>
<th>NbPar</th>
<th>Scheirer</th>
<th>News</th>
<th>Enter</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Speech/non-speech</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4Hz modulation</td>
<td>1</td>
<td>5.8</td>
<td>8.4</td>
<td>27.7</td>
</tr>
<tr>
<td>coif-1</td>
<td>5</td>
<td>3.3 (43%)</td>
<td>3.7 (127%)</td>
<td>4.2 (560%)</td>
</tr>
<tr>
<td><strong>Music/non-music</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4Hz modulation</td>
<td>1</td>
<td>1.6</td>
<td>8.6</td>
<td>24.2</td>
</tr>
<tr>
<td>coif-1</td>
<td>7</td>
<td>4.3 (-63%)</td>
<td>11.4 (-32%)</td>
<td>14.5 (40%)</td>
</tr>
</tbody>
</table>

Tab. 5 –
Speech/non-speech and music/non-music discrimination results using wavelet-based (coif-1 E with 5 or 7 bands) and 4Hz modulation parameters. Frame error rate in percentages. Relative improvement rates compared to 4Hz modulation are presented in parentheses.

4.3.4 Dynamic Parameters

In order to study how the discrimination rates depend on the dynamic features, the first (Δ) and second (ΔΔ) derivatives of the wavelet-based parameters were computed. Tables 6 and 7 present the frame error rate for each corpus separately for dynamic parameters only and for static and dynamic parameters.

Table 6 shows that, for speech/non-speech discrimination, the dynamic coefficients alone are better than the static ones for all corpora and all energy types (except in one case: with Teager energy on the News corpus). This means that dynamic parameters are more discriminant than static ones. This is perhaps due to the fact that the variations of speech parameters are specific, for instance, to the alternation vowel-consonant. According to Table 7, for the music/non-music task, the dynamic parameters seem to be more discriminant than static ones on Scheirer and News corpora. This is not the case for the Entertainment corpus. One reason could be the fact that there are more music and speech over music in this corpus than in the other corpora.
Tables 6 and 7 also show that the addition of first derivatives ($\Delta$) improves the results compared to static parameters. For instance, using Teager energy (coif-1 with 5 bands) for speech/non-speech discrimination, a relative significant gain of 48% for the Scheirer corpus, 16% for the News corpus and 31% for Entertainment corpus is obtained compared to the static features. For music/non-music discrimination, using Teager energy (coif-1 with 7 bands), a relative significant gain of 51% for the Scheirer corpus and 29% for the News corpus is obtained compared to the static features. For the Entertainment corpus no improvement is observed.

On the contrary, addition of the second derivatives ($\Delta \Delta$) does not improve the results compared to the addition of the first derivatives. We can even see a decrease in the performance for the music/non-music task. We attribute this slight decrease to the nature of $\Delta \Delta$ coefficients. One possible explanation could be that $\Delta \Delta$ coefficients have a high variability and depend on the type of music. So, if the type of music occurring in the test files has not been encountered in the training files, the $\Delta \Delta$ coefficients are not useful and will add “noise” to the models.

In conclusion, the important result of this section is that combining the derivatives with the static wavelet parameters outperforms MFCC results for all corpora and for both segmentation tasks.

4.3.5 Long-Term Parameters

The study of long-term parameters such as variance on a large window (between 1 and 2.5 second duration) seems interesting [42], [47], [48], [25]. We conducted experiments in order to optimize the window duration for the computation of the variance. The best result was obtained for a 1-second window size. We applied this 1-second variance to static coefficients: MFCC and energy features based on the coif-1 wavelet family.

To study the behavior of wavelet variance parameter, we computed the histogram of the variance of the Teager energy computed in the third band, using wavelet coif-1 with 5 bands on the training corpus (cf. Figure 6). For the other bands, the shapes are similar. As expected the variance for speech segments is greater than the variance for music segments because of the alternation of vowel-consonant. The curve corresponding to speech over music segments overlaps the speech and music curves. This explains why it is difficult to discriminate speech over music segments.

Tables 8 and 9 present the discrimination error rates provided only by variance of the parameters and by combining the variance with static parameters. For speech/non-speech discrimination, short term dynamic parameters $\Delta$ (cf. Table 6) are better than the long term parameters (cf. Table 8). For
Tab. 6 – Speech/non-speech discrimination results using wavelets coif-1 with 5 bands and dynamic parameters (Δ, ΔΔ). Frame error rate in percentages. Relative improvement rates compared to static parameters are presented in parentheses.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>NbPar</th>
<th>Scheirer</th>
<th>News</th>
<th>Enter</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>5</td>
<td>3.3</td>
<td>3.7</td>
<td>4.2</td>
</tr>
<tr>
<td>Δ E</td>
<td>5</td>
<td>1.7 (48%)</td>
<td>3.5 (5%)</td>
<td>3.4 (19%)</td>
</tr>
<tr>
<td>E+Δ</td>
<td>10</td>
<td>3.0 (9%)</td>
<td>2.7 (27%)</td>
<td>3.0 (29%)</td>
</tr>
<tr>
<td>E+Δ+ΔΔ</td>
<td>15</td>
<td>1.7 (48%)</td>
<td>2.6 (30%)</td>
<td>3.2 (24%)</td>
</tr>
<tr>
<td>T_E</td>
<td>5</td>
<td>3.3</td>
<td>3.2</td>
<td>4.2</td>
</tr>
<tr>
<td>Δ T_E</td>
<td>5</td>
<td>1.7 (48%)</td>
<td>3.8 (-19%)</td>
<td>3.3 (21%)</td>
</tr>
<tr>
<td>T_E+Δ</td>
<td>10</td>
<td>1.7 (48%)</td>
<td>2.7 (16%)</td>
<td>2.9 (31%)</td>
</tr>
<tr>
<td>T_E+Δ+ΔΔ</td>
<td>15</td>
<td>1.7 (48%)</td>
<td>2.7 (16%)</td>
<td>2.8 (33%)</td>
</tr>
<tr>
<td>H_E</td>
<td>5</td>
<td>3.3</td>
<td>4.4</td>
<td>4.3</td>
</tr>
<tr>
<td>Δ H_E</td>
<td>5</td>
<td>1.7 (48%)</td>
<td>3.2 (27%)</td>
<td>3.4 (21%)</td>
</tr>
<tr>
<td>H_E+Δ</td>
<td>10</td>
<td>1.7 (48%)</td>
<td>2.8 (36%)</td>
<td>3.2 (26%)</td>
</tr>
<tr>
<td>H_E+Δ+ΔΔ</td>
<td>15</td>
<td>1.7 (48%)</td>
<td>2.9 (34%)</td>
<td>3.3 (23%)</td>
</tr>
</tbody>
</table>

Fig. 6 – Histogram of 1s variance of the Teager energy of the third band using wavelet coif-1 with 5 bands.

music/non-music task, according to Table 9, the variance parameters give similar results than Δ parameters (cf. Table 7) on the Scheirer and News corpora, and better results on the Entertainment corpus.
<table>
<thead>
<tr>
<th>Parameters</th>
<th>NbPar</th>
<th>Scheirer</th>
<th>News</th>
<th>Enter</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>7</td>
<td>4.3</td>
<td>11.4</td>
<td>14.5</td>
</tr>
<tr>
<td>ΔE</td>
<td>7</td>
<td>1.8 (58%)</td>
<td>8.1 (29%)</td>
<td>18.1 (-25%)</td>
</tr>
<tr>
<td>E+Δ</td>
<td>14</td>
<td>1.8 (58%)</td>
<td>7.9 (31%)</td>
<td>15.2 (-5%)</td>
</tr>
<tr>
<td>E+Δ+ΔΔ</td>
<td>21</td>
<td>1.8 (58%)</td>
<td>9.5 (17%)</td>
<td>17.4 (-20%)</td>
</tr>
<tr>
<td>T_E</td>
<td>7</td>
<td>3.7</td>
<td>10.1</td>
<td>14.6</td>
</tr>
<tr>
<td>ΔT_E</td>
<td>7</td>
<td>3.4 (8%)</td>
<td>6.3 (38%)</td>
<td>18.2 (-25%)</td>
</tr>
<tr>
<td>T_E+Δ</td>
<td>14</td>
<td>1.8 (51%)</td>
<td>7.2 (29%)</td>
<td>15.0 (-3%)</td>
</tr>
<tr>
<td>T_E+Δ+ΔΔ</td>
<td>21</td>
<td>1.8 (51%)</td>
<td>9.7 (4%)</td>
<td>17.4 (-19%)</td>
</tr>
<tr>
<td>H_E</td>
<td>7</td>
<td>3.7</td>
<td>10.9</td>
<td>14.8</td>
</tr>
<tr>
<td>ΔH_E</td>
<td>7</td>
<td>3.4 (8%)</td>
<td>8.8 (19%)</td>
<td>20.4 (-38%)</td>
</tr>
<tr>
<td>H_E+Δ</td>
<td>14</td>
<td>1.8 (51%)</td>
<td>7.2 (34%)</td>
<td>14.8 (0%)</td>
</tr>
<tr>
<td>H_E+Δ+ΔΔ</td>
<td>21</td>
<td>1.8 (51%)</td>
<td>8.6 (21%)</td>
<td>18.3 (-24%)</td>
</tr>
</tbody>
</table>

Tab. 7 –
Music/non-music discrimination results using wavelets coif-1 with 7 bands and dynamic parameters (Δ, ΔΔ). Frame error rate in percentages. Relative improvement rates compared to static parameters are presented in parentheses.

Tables 8 and 9 show that static plus variance parameters do not give any improvement compared to variance parameters. Moreover, for Entertainment corpus, a small degradation is observed.

All these results point out that generally Δ parameters are better than long term parameters.

4.3.6 Global Discrimination

This experiment aims to discriminate speech, music, speech over music and silence/noise. As we said previously (see section 3.2) global discrimination is a difficult task and allows to evaluate the quality of the segmentation system, because this measure takes into account all kinds of segmentation errors. This is obtained by performing speech/non-speech discrimination, then music/non-music discrimination, and finally taking into account these results to calculate a global discrimination rate (see section 3.2). For each discrimination task, we used the features giving the best discrimination results in the previous experiments, i.e. coif-1 with 5 bands for speech/non-speech discrimination and coif-1 with 7 bands for music/non-music discrimination. In the previous experiments, the three energy types reached almost the same performance.
<table>
<thead>
<tr>
<th>Parameters</th>
<th>NbPar</th>
<th>Scheirer</th>
<th>News</th>
<th>Enter</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC+Δ + ΔΔ</td>
<td>36</td>
<td>2.5</td>
<td>2.9</td>
<td>5.8</td>
</tr>
<tr>
<td>Var of MFCC</td>
<td>12</td>
<td>2.2 (12%)</td>
<td>4.1 (41%)</td>
<td>8.1 (-40%)</td>
</tr>
<tr>
<td>MFCC+(Var of MFCC)</td>
<td>24</td>
<td>3.4 (-36%)</td>
<td>4.3 (-48%)</td>
<td>10.4 (-79%)</td>
</tr>
<tr>
<td>Var of E</td>
<td>5</td>
<td>1.7 (32%)</td>
<td>3.9 (-34%)</td>
<td>3.7 (36%)</td>
</tr>
<tr>
<td>Var of T_E</td>
<td>5</td>
<td>1.7 (32%)</td>
<td>4.0 (-38%)</td>
<td>3.7 (36%)</td>
</tr>
<tr>
<td>Var of H_E</td>
<td>5</td>
<td>1.7 (32%)</td>
<td>4.2 (-45%)</td>
<td>4.1 (29%)</td>
</tr>
<tr>
<td>E+(Var of E)</td>
<td>10</td>
<td>2.1 (16%)</td>
<td>4.2 (-44%)</td>
<td>4.2 (28%)</td>
</tr>
<tr>
<td>T_E+(Var of T_E)</td>
<td>10</td>
<td>1.7 (32%)</td>
<td>4.1 (-41%)</td>
<td>4.1 (29%)</td>
</tr>
<tr>
<td>H_E+ (Var of H_E)</td>
<td>10</td>
<td>2.1 (16%)</td>
<td>4.5 (-55%)</td>
<td>5.1 (12%)</td>
</tr>
</tbody>
</table>

Tab. 8 – Speech/non-speech discrimination results using variance on a 1-second window and static with variance coefficients for wavelet coif-1 and 5 bands. Frame error rate in percentages. Relative improvement rates compared to MFCC are presented in parentheses.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>NbPar</th>
<th>Scheirer</th>
<th>News</th>
<th>Enter</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC+Δ + ΔΔ</td>
<td>36</td>
<td>6.5</td>
<td>13.1</td>
<td>23.1</td>
</tr>
<tr>
<td>Var of MFCC</td>
<td>12</td>
<td>3.1 (52%)</td>
<td>7.7 (41%)</td>
<td>25.1 (-9%)</td>
</tr>
<tr>
<td>MFCC+(Var of MFCC)</td>
<td>24</td>
<td>4.7 (28%)</td>
<td>9.4 (28%)</td>
<td>22.5 (3%)</td>
</tr>
<tr>
<td>Var of E</td>
<td>7</td>
<td>1.7 (74%)</td>
<td>7.5 (43%)</td>
<td>16.3 (29%)</td>
</tr>
<tr>
<td>Var of T_E</td>
<td>7</td>
<td>1.8 (72%)</td>
<td>7.1 (46%)</td>
<td>16.4 (29%)</td>
</tr>
<tr>
<td>Var of H_E</td>
<td>7</td>
<td>1.8 (72%)</td>
<td>7.3 (44%)</td>
<td>16.7 (28%)</td>
</tr>
<tr>
<td>E+(Var of E)</td>
<td>14</td>
<td>1.8 (72%)</td>
<td>8.3 (37%)</td>
<td>18.4 (20%)</td>
</tr>
<tr>
<td>T_E+(Var of T_E)</td>
<td>14</td>
<td>1.8 (72%)</td>
<td>9.2 (30%)</td>
<td>19.2 (17%)</td>
</tr>
<tr>
<td>H_E+ (Var of H_E)</td>
<td>14</td>
<td>1.8 (72%)</td>
<td>8.6 (34%)</td>
<td>19.1 (17%)</td>
</tr>
</tbody>
</table>

Tab. 9 – Music/non-music discrimination results using variance on a 1 second window and static with variance coefficients for wavelet coif-1 and 7 bands. Frame error rate in percentages. Relative improvement rates compared to MFCC are presented in parentheses.
Consequently, we only take into account the Teager energy. We chose to test static parameters plus delta.

Table 10 shows that wavelet-based parameterization gives much better performance than MFCC parameterization for this more difficult task. This improvement is statistically significant and is 58% for Scheirer corpus, 40% for News corpus and 30% for Entertainment corpus compared to MFCC baseline system.

<table>
<thead>
<tr>
<th>Param.M/NM</th>
<th>Param.S/NS</th>
<th>NbPar</th>
<th>Scheirer</th>
<th>News</th>
<th>Enter</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC$+\Delta + \Delta\Delta$</td>
<td>MFCC$+\Delta + \Delta\Delta$</td>
<td>36-36</td>
<td>8.1</td>
<td>15.0</td>
<td>26.3</td>
</tr>
<tr>
<td>T_E(7bands)$+\Delta$</td>
<td>T_E(5bands)$+\Delta$</td>
<td>10-14</td>
<td>3.4(58%)</td>
<td>9.0(40%)</td>
<td>18.4(30%)</td>
</tr>
</tbody>
</table>

**Tab. 10 –**

*Global discrimination with best features: wavelet coif-1 with 7 bands and $\Delta$ for music/non-music discrimination and wavelet coif-1 with 5 bands and $\Delta$ for speech/non-speech discrimination. Frame error rate in percentages. Relative improvement rates compared to MFCC are presented in parentheses.*

5 Conclusion

In this paper we have proposed a new parameterization based on the wavelets for speech/music discrimination. Our goal was not to propose a new wavelet type but to apply the wavelet formalism for speech/music discrimination task.

Compared to MFCC parameters, widely used for this task, wavelet parameters are more compact, allow the extraction of time-frequency features and deal with non-stationary signal. Our discrimination system is based on the GMM class/non-class approach and the Viterbi algorithm performs the classification.

In the experiments, the proposed wavelet features have been compared to MFCC parameters on three various corpora: Scheirer, News, Entertainment. Scheirer corpus has been frequently used in previous studies, News corpus is a broadcast news corpus. Entertainment is considered as quite difficult because it contains a lot of superimposed segments: speech over music. As expected, the classification error rates on this last corpus are higher than on the two other corpora.

The following conclusions have been drawn from these experiments:

- The wavelet parameterization gives better results that MFCC features for all studied discrimination tasks (speech/non-speech, music/non-music and global discrimination) for all three corpora. For instance, compared to MFCC...
parameters, the wavelet parameterization led to a significant improvement in the error rate for global speech/music discrimination: 58% for Scheirer, 40% for News and 30% for Entertainment corpora.

- The smaller the number of vanishing moments, the better the discrimination results are.
- The choice of the wavelet family has a small effect on the discrimination results.
- As it has been shown in the different studies for other parameterizations [42], dynamic parameters give solid results. Long term parameters achieve slightly worse results.
- Finally, the best results were obtained using wavelet coif-1 Teager energy and Δ: with 7 bands for music/non-music discrimination and 5 bands for speech/non-speech discrimination.

In conclusion, wavelet parameters are well suited for speech/music discrimination, especially when a corpus containing speech over music segments is being used.
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