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Abstract: Genetic algorithms (GAs) are stochastic methods that are widely used in search and optimization. The breeding process is the main driving mechanism for GAs that leads the way to find the global optimum. And the initial phase of the breeding process starts with parent selection. The selection utilized in a GA is effective on the convergence speed of the algorithm. A GA can use different selection mechanisms for choosing parents from the population and in many applications the process generally depends on the fitness values of the individuals. Artificial neural networks (ANNs) are used to decide the appropriate parents by the new hybrid algorithm proposed in this study. And the use of neural networks aims to produce better offspring during the GA search. The neural network utilized in this algorithm tries to learn the structural patterns and correlations that enable two parents to produce high-fit offspring. In the breeding process, the first parent is selected based on the fitness value as usual. Then it is the neural network that decides the appropriate mate for the first parent chosen. Hence, the selection mechanism is not solely dependent on the fitness values in this study. The algorithm is tested with seven benchmark functions. It is observed from results of these tests that the new selection method leads genetic algorithm to converge faster.
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1. Introduction

The origin of genetic algorithms (GAs) comes from the principle of genetics and evolution. The algorithmic framework was first developed by John Holland [9]. GAs were introduced as a tool for optimization problems. The algorithm uses a population of individuals for the search process. The strategy is applicable to
different kinds of problems. GAs do not guarantee to find the global optimum solution, however they usually provide a satisfactory solution within the tolerance limits [18], [23].

GAs are powerful techniques for search and optimization, however they have certain drawbacks. In some domains, it can take a very long time for the GA to converge to the optimal solution. GA operators might be insufficient to provide fine tuning that will give the exact optimum solution; even when GAs can approach global optimum area. In order to overcome this situation, GAs are supported with local search methods. With the use of local search, GA can enhance the ability of local exploitation and thanks to which the solution can be found faster.

Due to this fact, GAs and local search techniques can be considered as complementary of each other. The hybridization of GAs with local search methods yield satisfactory results in many domains [6]. Generally, hybrid methods combine more than one intelligent technique to solve challenging problems.

An artificial neural network (ANN) imitates the brain’s nervous system which is made up of neurons. An ANN can both be used to solve classification problems and approximate any non-linear functions. They have a strong capability of learning from samples and making predictions [7]. ANN can be a good supplement for the hybrid methods that need predictions.

It is possible to find different studies that use GAs to determine the structure and initial weights of neural networks. In this study, we propose a hybrid algorithm which uses neural networks to predict the parent pairs that will hopefully create better offspring during the GA search. The algorithm is tested with seven benchmark functions and the results are compared with the results of the simple genetic algorithm and a genetic algorithm that uses a special selection process (OSGA) [1]. It can be denoted from the results that the neural network utilized in the algorithm can learn the patterns in the parent pairs that increase the potential of producing better offspring. The hybrid algorithm proposed in this study outperforms both the simple GA and OSGA.

2. Related Work

There are many researches which combine genetic algorithms and artificial neural networks. In most of the proposed studies, GAs are used either for improving the learning rate of ANNs or designing network architecture.

[13] is a study that uses ANN in the framework of GAs. The neural network is used to guess combination of design variables that is expected to have a better fitness value than the worst chromosome in the current generation. If the neural network can make a successful guess, then the predicted chromosome is replaced by the worst chromosome in the current generation. There are also other studies where neural networks are used for function approximation instead of complex and time-consuming fitness calculations [26], [10], [24], [5].

The architecture of neural networks cannot be easily constructed for the given problem. In [20] a method is proposed to evolve neural network architectures using genetic algorithms. The study covers a new crossover method and a pruning strategy that aims to improve network architecture, activation function and weights in the network. In [8], [22] genetic algorithms are also used to create an appropriate
There are also studies where genetic algorithms are used instead of back propagation learning algorithm [4], [19], [25].

Besides hybrid algorithms, there are also researches on the selection mechanism in GAs. The proposed approaches aim to improve population diversity and prevent convergence to local optimum. For instance, [16] offers two new types of selection mechanisms to sustain population diversity. The new selection mechanisms take into account correlations between individuals. The first type, namely correlative tournament selection, chooses the first parent by using conventional tournament selection but the second parent is chosen according to its fitness value and Hamming distance to the first parent. The one with a high fitness and a smaller Hamming distance is chosen to be the second parent. The second type of selection mechanism determines the individuals that will be transferred to the next generation. The first element that will be transferred is the individual with the highest fitness among the two parents and the two offsprings produced. The second individual is chosen by evaluating the Hamming distance between the first element chosen and remaining three individuals. The individual, which has the highest value of Hamming distance, is selected as the second.

In [1] authors propose a method called offspring selection (OSGA) which takes place after the reproduction step. The purpose of this method is to prevent premature convergence or at least to reduce it by preserving genetic diversity. GA passes its reproduction phase in a conventional way. Later on, in order to accomplish the proposed objective, this method takes into account a comparison of fitness value of the produced offspring and its parents' after the reproduction phase. If the produced offspring has superior fitness than its parents, then it is accepted for the next generation. The offspring has superior fitness, if its fitness value exceeds both parents' fitness value. However, at the beginning of the search process, the offspring is accepted to be superior even when it’s better than only one parent. Therefore, what this method ensures is that in each generation there exists a number of better individuals compared to the previous generation.

In study [2] the proposal is about non-random mating and varying population size for GA. The study works out the effects of non-incest GA (niGA) with varying population size (niGA) with negative assortative mating GA with varying population size (nAMGA). The niGA uses incest prohibition method to provide non-random mating. In this method, each individual has an ancestry table and according to a predefined value it is forbidden for the individuals to mate with these in the ancestry table. The nAMGA method chooses first parent and a set of individuals with one of the conventional selection methods. For an individual to become the second parent, it should have the largest hamming distance to the first parent. Varying population size is obtained by the life time calculation. Each individual has a life time which indicates how long an individual is kept in population and it is calculated according to fitness value of the individual. And better individuals, who have higher fitness values, reside in the population more than the others and they are more likely to contribute to the reproduction phase. In other words, better individuals reside in the population more than the others and they have more chance to contribute to reproduction phase.

In [3] a new selection method is introduced for GA. Algorithm sorts the chromosomes in the population according to their fitness values and then divides the
population into two parts which are called high fit and low fit. It is specifically emphasized that the individual to be chosen from high fit has to be the first individual whereas the individual to be picked up among the low fit can be any. When a new offspring is formed, it is appended to the population. Then population is sorted again and for the size of the population to be the same as before, the population is lessened from the tail. This cycle is processed until termination criteria is met.

Study [11] proposes a selection method which is not dependent only on high fit individuals unlike standard selection methods. In other words, the aim of this study is to create better selection pressure and to preserve genetic diversity. The method first chooses a fitness value \( f \), uniformly from a set of fitness values from minimum to maximum value. Then an individual, which has fitness \( f \), is selected randomly from population and a copy of this individual is added to the population after mutation and recombination. It is claimed that the proposed selection mechanism is more effective than standard selection methods.

3. Genetic Algorithms

GAs are stochastic methods inspired from natural evolution and they are useful in the scope of search and optimization. GAs are known to be robust and efficient. The search process is carried out on a population of individuals in GAs. This enables GAs to find the global optimum even in complex search spaces. The framework proposed by GAs is flexible and can be applied to different problem domains. GAs start the search process with a randomly generated population of individuals. Genetic operators such as selection, crossover and mutation are used to breed new generations. Each individual is assigned a fitness value that defines the quality of that individual. Selection is the process of choosing parents from population for reproduction. There are various selection methods, but most of them share the common idea that well fit individuals have more chance to be selected. Roulette wheel, tournament, rank selection are some examples for the process. Selection is an important process, since it determines the direction of the search and hence it effects the convergence speed. Selection operation can be considered to be the main reason for premature convergence in many cases. The main driving force of GAs is the interaction between selection and crossover. In other words, for the crossover operation, that is the process of combining two parents and generating offspring as the result, to become successful, the selection mechanism should find coherent parents. The main idea of crossover operation is to obtain offspring with better fitness values. Using only crossover operation during the search is not sufficient. Mutations are also introduced both to prevent premature convergence and to provide diversity. It is important to keep the diversity in the population. Otherwise, the effect of genetic operators diminish and it becomes impossible to converge to the optimal solution [9], [17], [23].

4. Neural Networks

An artificial neural network (ANN) is a structure composed of small computational units named as artificial neurons. A distributed computation is carried out by these
Yalkn C., Korkmaz E. E.: Neural network world: A neural network based... units in an ANN. The neurons are placed to the network in layers. In each neuron, the input data are transferred to the other neurons via connection links, after they are processed by the neuron. Each neuron has an activation function that is applied to the sum of its inputs to determine corresponding output of that neuron. Hence, the activation function is applied to the input data as follows.

\[ a_i = g \left( \sum_{j=0}^{n} w_{ij}a_j \right) \]  \hspace{1cm} (1)

There are a few types of activation functions but generally non-linear and sigmoid activation functions are used. Sigmoid function is

\[ f(x) = \frac{1}{1 + e^{-\alpha x}} \]  \hspace{1cm} (2)

There are two types of structures for ANNs; feed forward networks and recurrent networks. Feedforward networks carry data from input to its output whereas recurrent networks have also connections to inputs from the outputs of the neurons. Besides network architecture, training is crucial for a neural network, as the weights of the neurons are adjusted during the training process. The weights have to be adjusted to the correct values in order to obtain a successful coverage over the training data [15], [14].

Constructing the architecture of neural networks is a difficult issue. There is no straightforward answer to the question of how many layers an ANN should have for a given problem. However, it is known that ANNs can represent any non-linear function if a sufficient number of neurons and a hidden layer exist in the network [7].

In this study, a feed forward network with three layers is utilized. The threshold function of the neurons is bipolar sigmoid function and Rprop learning method is used during the training [12], [21]. Rprop learning method is a modified version of back propagation algorithm and it converges faster compared to the standard back propagation method. Also, Rprop learning reduces the effects of initialization and the learning rate is adaptive in this algorithm.

5. Hybrid Genetic Algorithm

In this study, a new selection method based on ANNs is proposed for GAs. An ANN is used to determine whether the two selected parents have the potential to produce high-fit offspring or not. The conventional selection mechanisms use fitness values to determine the parents that would be chosen for the crossover operation. High-fit individuals have more chance to be selected as a parent. However, this scheme does not always operate as expected. Even if the parents have high fitness values, it might be more probable that a bad schema would appear in the offspring, if the individuals chosen are not correlated in a particular way. Such situations can lead to premature convergence or they at least slow down the convergence speed of the GA utilized.

In this study, a new method is used to decide whether the recombination of two chromosomes would produce a high-fit offspring. An ANN is utilized to analyze
the structural properties of the chromosomes that are likely to produce high-fit offspring. The ANN is expected to learn if the chosen parents have appropriate and coherent building blocks that would combine in the offspring to increase its fitness value. The standard crossover operation is a stochastic process. A certain percentage of the offspring produced by this operation is expected to have better fitness values compared to their parent chromosomes. This happens when the building blocks of the parents combine coherently in the offspring chromosome. Certainly, when ANNs are utilized for the selection process, the ANN cannot guarantee to provide such high-fit offspring in all of the crossover operations; however the learning process that takes place in the ANN is expected to increase the ratio of obtaining better offspring during the recombination process. When this is achieved, the GA search is expected to converge faster than the standard GA framework.

The proposed GA starts with the standard approach by initializing the population with randomly created chromosomes and then new generations are bred using the standard crossover and mutation operations. The standard tournament selection is used to determine the parents for crossover in this phase. On the other side, while this standard GA search is carried out, it is needed to collect training data for the ANN. The data collection phase continues up to a certain predefined generation. Two new parameters are introduced which are called sample per generation (spg \( \in [1, P] \), where \( P \) denotes the population size) and training parameter \( (TP) \). The two parents used in the crossover operation and the fitness of the corresponding offspring form an element of the training set. And fitness values here are constructed with the objective function. At each generation, spg number of parent pairs are randomly chosen and they are added to the training set; together with the corresponding offspring fitness values.

When generation number reaches to \( TP \) value, training data are sorted with respect to fitness value and the fitness values are normalized between \(-1\) and \(1\). The ANN is trained with these data. After training, the GA switches from ordinary tournament selection to the new selection method. In this new approach, parent chromosomes are fed to the ANN and an output value between \(-1\) and \(1\) is obtained. When the ANN predicts that the input parents are likely to create successful offspring, the output of the network is closer to \(1\). The value \(-1\) is the case where the parents do not form a coherent pair to produce a high-fit offspring.

In fact, the first parent is chosen again using tournament selection in this new framework. Then the ANN is used to determine an appropriate mate for the first parent chosen.

Let \( p_1 \) be the first parent such that

\[
p_1 = \min(f(p_j)) \text{ for } j = 1 \ldots n,
\]

where \( f \) is the objective function, \( p_j \) is an element in the tournament set \( T \) which is composed of randomly chosen elements from the population. Also \( n \) is the tournament size.

Second parent is chosen by using the ANN as follows. Let \( A = \bigcup_{j=1}^{n} p_j \), be a randomly formed set from the population \( (p_j \in P) \). The size of set \( A \) is equal to the tournament set \( (T) \) size in this study. The second parent \( p_2 \) is chosen using the following equation.
\[ p_2 = \max(\text{ANN}(p_1, p_j)), \]  
where \( p_j \in A \). Hence, each individual in set \( A \) is queried in the ANN to determine if it is a coherent mate with the primarily chosen parent \( p_1 \). Then the individual that has the highest score from the ANN is chosen as the second parent. Algorithm 1 presents the pseudocode for the new hybrid selection algorithm proposed in this study.

The success of the newly proposed method is based on how well the ANN could be trained on the chosen parent pairs and the offspring they produce. A sample case can be considered with the sphere function. Sphere function is a function that sums the square of variables and its optimization criterion is minimization. \( f(x) = \sum_{i=1}^{D} x_i^2 \). Sphere function gets minimum value when all variables are zero. Therefore, chromosomes with more zero values in the genes would have better fitness values compared to the others. However, the recombination of two parents may not produce better offspring if the parents have the zero values in similar genes. In this case, the ANN can induce that, if the parents chosen for crossover, have zero values in different parts of the chromosomes (i.e their hamming distance is large), then the chance of producing better offspring increases. Hence, the trained ANN could be utilized to determine the appropriate mate for a chosen parent.

**Algorithm 1** Genetic Algorithm with neural network

```plaintext
createRandomGeneration()
currentGeneration=1
while currentGeneration < finalGeneration do
  if currentGeneration < TP then
tournamentSelection()
takeSampleFromPopulation()
  else
    if currentGeneration==TP then
      trainNN()
    end if
    useNNSelection()
  end if
  crossover()
mutation()
currentGeneration++
end while
```

6. Experimental Results

6.1 Functions and parameters

The proposed algorithm is tested by using seven benchmark functions and the results are compared with the results of standard genetic algorithm. Additionally, a comparison is carried out with OSGA [1] on the same function set. As stated
in Section 2, OSGA is a genetic algorithm which uses a special selection process. Hence, the performance of the proposed method has been evaluated based on another GA that also focuses on the selection process. The benchmark functions are taken from [27] and [17]. All tests are executed with the same parameters such that crossover probability is 0.85, mutation probability is 0.005, population size is 60 and 1000 generations is used in each run. Binary encoding has been preferred since it is a commonly used encoding in the literature. Moreover, 12 bits are used to represent a variable. 50 runs are utilized for each test to obtain reliable and accurate results. The same framework is also used in OSGA runs. A neural network with three layers is used in the hybrid framework. The number of neurons in the input layer is two times the chromosome length. Five neurons exist in the hidden layer and a single neuron in the output layer. Rprop learning [12], [21] algorithm is used with 3000 epochs due to its fast learning ability.

The functions used in the experiments are listed below.

Generalized Rastrigin Function:
\[
f_{Ra}(x) = \sum_{i=1}^{D} [x_i^2 - 10\cos(2\pi x_i) + 10], \tag{5}
\]
where \(-5.12 \leq x_i \leq 5.12\).

Generalized Schwefel Function:
\[
f_{Sc}(x) = -\sum_{i=1}^{D} x_i \sin(\sqrt{|x_i|}), \tag{6}
\]
where \(-500 \leq x_i \leq 500\).

Generalized Rosenbrock Function:
\[
f_{Ro}(x) = \sum_{i=1}^{D-1} [100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2], \tag{7}
\]
where \(-29 \leq x_i \leq 31\).

Shubert Function:
\[
f_{Sh}(x) = \sum_{i=1}^{5} \cos[(i + 1)x_1 + i] \cdot \sum_{i=1}^{5} \cos[(i + 1)x_2 + i], \tag{8}
\]
where \(-10 \leq x_i \leq 10\) for \(i = 1, 2\).

Shekel’s Foxholes Function:
\[
f_{Shk}(x) = \left[\frac{1}{500} + \sum_{j=1}^{25} \frac{1}{j + \sum_{i=1}^{2} (x_i - a_{i,j})^6}\right]^{-1}, \tag{9}
\]
where \(-98 \leq x_i \leq 34\) for \(i = 1, 2\) and
\[
\begin{bmatrix}
\end{bmatrix}.
\]

Colville Function:
\[
f_{Co}(x) = 100(x_2 - x_1^2)^2 + (1 - x_1)^2 + 90(x_4 - x_3^2)^2 + (1 - x_3)^2 + 10.1((x_2 - 1)^2 + (x_4 - 1)^2) + 19.8(x_2 - 1)(x_4 - 1),
\]
where \(-10 \leq x_i \leq 10\) for \(i = 1, 2, 3, 4\).

Generalized Griewank Function:
\[
f_{Gr}(x) = \frac{1}{4000} \sum_{i=1}^{D} x_i^2 - \prod_{i=1}^{D} \cos\left(\frac{x_i}{\sqrt{i}}\right) + 1,
\]
where \(-600 \leq x_i \leq 600\).

Function 5 is one of DeJong’s functions. Due to the cosine term, it has a number of local minima that are regularly distributed and one global optimum \(f_{Ra}(x) = 0\) at \(x = [0, 0, \ldots, 0]\). The function is used with 3 variables for testing the hybrid algorithm.

Function 6 has many local minima and one global optimum. The function space is complicated, where optimization algorithms may stuck on the local optimum. The global minimum of the function is \(f_{Sc}(x) = -418.9829N\), (where \(N\) is a variable number) at the point \(x = [420.9687, \ldots, 420.9687]\). The function is used with 3 variables in the tests.

Function 7 is also named as banana function. The function has only one global minimum \(f_{Ro}(x) = 0\) at \(x = [1, \ldots, 1]\) in the long paraboloid function space. Although the space formed by the function is not complicated, convergence to the global optimum is difficult. The function is used with 3 variables in the tests.

Function 8 has many local minima (742 local minima and 18 global minima) \(f_{Sh}(x) = -186.73\). The function is used with 2 variables in the tests.

Function 9 has a global minimum of \(f_{Shk}(x) \geq 1\) at \(x = [-32, -32]\). The function is used with 2 variables in the experiments.

Function 10 has a global minimum \(f_{Co}(x) = 0\) at \(x = [1, 1, 1, 1, 1]\). The function is used with 4 variables in the tests.

Function 11 is one of the most beneficial benchmark functions for testing genetic algorithms. It has a number of local minima which are proportional to dimension number. Function has global minimum \(f_{Gr}(x) = 0\) at \(x = [0, \ldots, 0]\) and it is used with 3 variables in the tests.

\subsection{6.2 Results}

Since the Offspring selection genetic algorithm (OSGA) tries to create better offspring than its parents’ in every generation, OSGA converges to the global optimum area better than the SGA. Hence, it is essential to compare OSGA and
GANN as they both outperform the SGA. OSGA and GANN results are presented in Tab. I and II. In the Table, average fitness and standard deviation of seven functions are shown both for OSGA and GANN. According to the Table, it is obviously seen that GANN has better results in terms of average fitness values compared to OSGA except Schwefel function. Also, again excluding Schwefel function, standard deviation is smaller and this can be evaluated as an indicator of stability.

The results of the SGA and GANN experiments are presented in Fig. 1. In this figure, average best fitness value and the corresponding standard deviation is given for all experiments. For each experiment, the average value is obtained from 50 runs with different random seeds. In each chart, the results obtained by the standard GA framework and the newly proposed hybrid algorithm are compared on a benchmark function. SGA represents simple genetic algorithm and GANN represents the new method. It is obvious that for each benchmark function, GANN has improved the solution quality in terms of average best fitness. Furthermore, the hybrid framework has a smaller standard deviation for all of the benchmark functions.
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**Fig. 1** Average fitness and standard deviation of each benchmark function.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OSGA</td>
<td>GANN</td>
<td>OSGA</td>
<td>GANN</td>
</tr>
<tr>
<td><strong>Avg.</strong></td>
<td>0.50</td>
<td>0.23</td>
<td>-1258.64</td>
<td>-1256.98</td>
</tr>
<tr>
<td><strong>Std. Dev.</strong></td>
<td>0.64</td>
<td>0.50</td>
<td>4.54</td>
<td>16.72</td>
</tr>
</tbody>
</table>

**Tab. I** Average fitness and standard deviation of OSGA and GANN.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OSGA</td>
<td>GANN</td>
<td>OSGA</td>
</tr>
<tr>
<td><strong>Avg.</strong></td>
<td>2.31</td>
<td>1.01</td>
<td>21.67</td>
</tr>
<tr>
<td><strong>Std. Dev.</strong></td>
<td>2.15</td>
<td>0.14</td>
<td>47.56</td>
</tr>
</tbody>
</table>

**Tab. II** Average fitness and standard deviation of OSGA and GANN cont.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.000567</td>
<td>0.001723</td>
<td>0.004524</td>
<td>0.000074</td>
<td>0.000005</td>
<td>0.01376315</td>
<td>0.01038109</td>
</tr>
</tbody>
</table>

**Tab. III** T-test for benchmark functions.
used. It can be stated that the hybrid framework provides a more robust search
compared to SGA. On the other side, statistical tests are needed to guarantee that
the improvement obtained with the new methodology is statistically significant.
Consequently, \textit{t-test} is applied for each experiment carried out. Tab. III presents
the results obtained in this statistical test.

According to Tab. III, in all experiments, the \textit{t-test} values are below 0.05.
Hence, the hybrid framework introduced a statistically significant improvement for
all of the benchmark functions used in the tests.

The results presented above, provide information about the contribution of
ANNs to the performance of the genetic search. In order to provide more insight
about this contribution, the percentage of successful crossover operations both for
SGA and GANN are presented in Tab. IV. A crossover operation is considered to
be successful, if the offspring produced is superior to one or both of the parents. As
it can be seen in the Table, the percentage of successful operations in GANN runs
is very high compared to SGA. Therefore, it can be deduced that neural network
mechanism has an impulsive force for the selection phase that leads GA to obtain
better solutions and smaller deviations.

Tab. V presents learning ratio of the neural networks used in the GANN. 10-
fold cross validation method is used to obtain classification rates and it can be
mentioned that neural network can learn the patterns in the training set without
overfitting the data. Consequently, GA supported with this selection process based
on ANNs can achieve better results and smaller deviations.

The hybrid algorithm uses a neural network for the selection mechanism. A data
collection and a learning process take place in the hybrid framework. Hence, the
ANN utilized in the hybrid algorithm consumes extra computational time compared
to simple genetic algorithm. The performance of the simple genetic algorithm is
analyzed when it is also allowed to use the extra computational time needed by
the ANN in the hybrid framework. Consequently, the generation number of the
simple genetic algorithm is extended such that the two methodologies use exactly
the same computational time.

Fig. 2 again presents the average best fitness values and the corresponding stan-
dard deviations. Here, the simple genetic algorithm uses some extra generations
that corresponds to the extra computational time used by the ANN in the hybrid
framework. In terms of average best fitness the new methodology is still better and
the standard deviation is still smaller compared to the simple genetic algorithm.
However, in the t-test, the significance is lost for Schwefel and Griewank functions.
For the remaining functions, the improvement obtained by the hybrid framework
is still statistically significant. Tab. VI represents the results obtained in the t-test.

To sum up, genetic algorithm with the new selection method has better results.
The hybrid method chooses parents for crossover according to the feedback obtained
from the ANN and it converges faster compared to SGA and OSGA. It can be
proposed that, the neural network can learn the regularities in the building blocks
that make two chromosomes as appropriate mates for each other. The success of
the learning process is validated on different benchmark functions with different
structural properties.
Tab. IV *Success Ratios of SGA and GANN.*

<table>
<thead>
<tr>
<th>Function</th>
<th>SGA (%)</th>
<th>GANN (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gen. Rastrigin</td>
<td>2%</td>
<td>76%</td>
</tr>
<tr>
<td>Gen. Schwefel</td>
<td>2%</td>
<td>79%</td>
</tr>
<tr>
<td>Gen. Rosenbrock</td>
<td>2%</td>
<td>77%</td>
</tr>
<tr>
<td>Shubert</td>
<td>1%</td>
<td>76%</td>
</tr>
<tr>
<td>Shekel’s Foxholes</td>
<td>1%</td>
<td>77%</td>
</tr>
<tr>
<td>Colville</td>
<td>5%</td>
<td>77%</td>
</tr>
<tr>
<td>Gen. Griewank</td>
<td>2%</td>
<td>76%</td>
</tr>
</tbody>
</table>

Tab. V *Neural Network 10 fold cross validation results.*

<table>
<thead>
<tr>
<th>Function</th>
<th>Corr. Classified (%)</th>
<th>Incorr. Classified (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generalized Rastrigin</td>
<td>88.33%</td>
<td>11.67%</td>
</tr>
<tr>
<td>Generalized Schwefel</td>
<td>89.29%</td>
<td>10.71%</td>
</tr>
<tr>
<td>Generalized Rosenbrock</td>
<td>82.14%</td>
<td>17.86%</td>
</tr>
<tr>
<td>Shubert</td>
<td>75%</td>
<td>25%</td>
</tr>
<tr>
<td>Shekel’s Foxholes</td>
<td>72.5%</td>
<td>27.50%</td>
</tr>
<tr>
<td>Colville</td>
<td>91.75%</td>
<td>8.25%</td>
</tr>
<tr>
<td>Gen. Griewank</td>
<td>71.21%</td>
<td>28.79%</td>
</tr>
</tbody>
</table>

Tab. VI *T-test for benchmark functions.*

<table>
<thead>
<tr>
<th>Generalized Rastrigin Function</th>
<th>Generalized Schwefel Function</th>
<th>Generalized Rosenbrock Function</th>
<th>Shubert Function</th>
<th>Shekel’s Foxholes Function</th>
<th>Colville Function</th>
<th>Generalized Griewank Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.034708</td>
<td>0.396558</td>
<td>0.004923</td>
<td>0.000350</td>
<td>0.000007</td>
<td>0.047916</td>
<td>0.304591</td>
</tr>
</tbody>
</table>
Fig. 2 Average fitness and standard deviation of each benchmark function with extended generation.

7. Conclusion

In this paper, we have presented a new hybrid algorithm that utilizes neural networks in the selection process of genetic algorithms. The neural network used in the hybrid framework learns the patterns and correlations that increase the potential to produce better offspring. The experiments carried out on seven different benchmark functions denote that the hybrid method has a significantly better convergence curve. Therefore, it can be claimed that the neural network can successfully learn the structural patterns and regularities in the chromosomes that can be used to improve the success of reproduction.

The methodology is tested on the benchmark functions that are widely used for testing genetic algorithms. As subsequent work, this hybrid mechanism can be examined on more complex real-world problems. The contribution of the methodology could be more clear when the framework is tested in areas like combinatorial optimization where simple genetic algorithms face serious convergence problems.
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