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1 INTRODUCTION

A LTHOUGH there has been very little work published describing approaches to software performance testing, it is nonetheless an extremely significant issue for many large industrial projects. Often, the primary problems that projects report after field release are not system crashes or incorrect system responses, but rather system performance degradation or problems handling required system throughput. When queried, it is not uncommon to learn that, although the software system has gone through extensive functionality testing, it was never really tested to assess its expected performance.

Recently, we have had experience examining a substantial amount of data collected during architecture reviews. Our goal was to develop metrics to predict the likely success or failure of a project [4]. At AT&T, architecture reviews are conducted very early in the software development lifecycle, after the system requirements are complete, but before low-level design has been done. The goal of an architecture review is to assure that the architecture is complete and to help identify likely problems that can be easily addressed at this stage, but would be much more expensive to correct once implementation is in progress. During an architecture review, problems are identified that are considered likely to negatively impact the software system that is ultimately produced and categorized both according to the cause of the problem and the severity.

In this process, we have found that performance issues account for one of the three major fault categories. Performance problems identified at this stage might include such things as the lack of performance estimates, the failure to have proposed plans for data collection, or the lack of a performance budget. Our experience shows that a lack of sufficient planning for performance issues is often a precursor of performance problems once the software is released to the field.

During architecture reviews, in addition to categorizing problems by type, they are also assigned a severity class. The most severe type of problem is said to be project-affecting. These are problems that need to be addressed immediately in order to prevent the project from being put in jeopardy. There are three other severity classes, which we call critical, major, and minor. As the severity of a problem decreases, the timeframe in which it must be addressed gets longer. A critical problem must be solved before the architecture can be validated. Major issues can have an impact on user satisfaction. Minor issues are those that might affect later releases. While examining data collected during more than 30 architecture reviews, for systems containing many millions of lines of high-level code, we found evidence of a Pareto-type distribution.

This type of very uneven distribution of resource usage has been observed for many different computer-related properties. For example, it is often observed that 20 percent of the system features account for 80 percent of the system usage. For the study that we recently performed to predict project risk based on architecture review findings, we found that, for project-affecting issues, there was a 70-30 rule evident. In particular, each of the projects was independently assessed as being at high risk, moderate risk, or low risk of failure. Seventy percent of the projects were considered to be in excellent shape and therefore at low risk of failure, while 30 percent of the projects were considered to be at least somewhat problematic and classified as having either moderate or high risk of failure. When we looked at the distribution of project-affecting issues, we found that 70 percent of the most severe class of

1. The Pareto principle was named for an Italian economist, Vilfredo Pareto, who observed in the late 19th century that, in many different countries which he studied, there was a very uneven distribution of wealth. In particular, he found that it was common for 80 percent of the wealth to be owned by 20 percent of the population.
problems resided in this weakest 30 percent of the projects. These assessments were made at the time of the architecture reviews.

When we focused our attention only on performance-related project-affecting issues, however, we found that the distribution of these types of problems was even more skewed than for all classes of project-affecting problems. Instead of seeing a 70-30 split, we found that 93 percent of the performance-related project-affecting issues were concentrated in the 30 percent of systems that were deemed to be most problematic. This confirms our experience that projects that are in good shape are very likely to recognize that addressing performance issues are a necessary part of the architecture phase of development, while those projects that are in the most trouble almost never have what they often perceive to be the “luxury” of considering performance issues. But, as we mentioned above, performance problems account for many of the showstopping faults encountered once the projects are released to the field and, so, developing comprehensive performance testing strategies is essential.

The issues that have to be addressed when doing performance testing differ in a number of ways from the issues that must be addressed when doing typical functionality testing. In this paper, we will examine performance testing issues and describe an approach to address some of these issues for certain classes of software systems. This work is based on experience gathered while testing the performance of different industrial software systems. We will clarify the objectives of performance testing and describe a technique for creating appropriate workloads needed for the testing. We will look at the role of requirements and specifications in successful performance testing. We will also present a case study describing the results of some recent work that we have done to test the performance of an existing gateway system that serves as the middle layer of a three-tiered client/server transaction processing application. The approach used drew on an earlier technique that we developed for performance testing, as described in [2], but dealt with the fact that, unlike the earlier project, this project did not have detailed historical usage data available.

2 Previous Work

There has been very little research published in the area of software performance testing. A search of the published literature using the on-line version of Science Citation Index, for example, returned only two papers: an earlier version of this paper [11] and one by Avritzer and Weyuker [2]. Similarly, using the ACM on-line search engine to search all available ACM journals and conference proceedings uncovered only [11], while the search facility for both the IEEE and IEE journals and conference papers uncovered no papers on the subject.

There is substantial literature describing work on software performance modeling [6], [8], [10] and software functionality) testing [5], [7], but, although related, this work does not directly consider how to select or generate test suites for testing the performance of software, which is the primary goal of this paper. A search of the internet for “software performance testing” uncovered relatively few businesses that offered some sort of tool to aid people doing software performance testing or workshops or seminars that included a section on the subject, but the search uncovered no research papers. It is interesting to note that one of the websites, [1], had the following statement on their software performance testing webpage: “Performance testing software is not something many companies do much of, unfortunately.” Thus, it appears that there is neither an existing body of research literature nor an extensive collection of practical or experiential information available to help testers faced with the prospect of doing software performance testing.

One of the few research papers on the topic [2] does present a software performance testing approach. The goal in that work was to compare the performance of an existing production platform and a proposed replacement platform to assess whether the new platform would be adequate to handle the required workload. The traditional approach to such a comparison is to develop software for the proposed platform, build the new architecture, and collect performance measurements on both the existing system in production and the new system in the development environment.

In contrast, Avritzer and Weyuker [2] introduced a new way to design an application-independent workload for doing such a performance evaluation. It was determined that, for the given project, the quantity of software and system availability requirements made it impossible to port the system to the new platform in order to do the performance testing. Therefore, a novel approach was designed in which no software was ported at all. Instead, a synthetic workload was devised by tuning commercially available benchmarks to approximate resource usage of the actual system.

Motivating this work was the insight that, given that the project had systematically collected detailed system usage data on the old platform, this information represented a major asset that could be exploited for doing performance testing on the new platform. In particular, it was not necessary to port the software and run the actual system on the new platform, only to run software that behaved the way the system did from the point of view of resource usage. It was recognized that it was totally irrelevant what the software was actually doing, provided that it used resources in ways similar to the way the software to be ported used them. The ultimate result of doing performance testing of the software using this approach was a decision not to port the system to the proposed platform because the testing indicated that, although the new platform would be adequate to handle average workloads, it would not be able to handle peak loads that the system was likely to encounter.

This technique proved to be a very efficient way to arrive at this decision and saved the project significant resources, both in terms of personnel costs for porting the software that would ultimately have had to be back-ported to the existing platform, plus an enormous savings made by not purchasing what this testing approach determined would have been inappropriate (and very expensive) hardware for the system.
In the next sections, we will discuss a related approach to software performance testing that we have found useful when testing the performance of an existing system to be redeployed on a new platform. In this case, the commitment to purchase the new equipment had already been made and work was underway toward rewriting and porting the software to the new platform. Nevertheless, even though we could not affect the decision as to what hardware to purchase, our goal in doing this performance testing was to determine whether or not there were likely to be performance problems encountered on the new platform and to prepare for them as best we could in order to minimize service disruptions. We next outline performance testing objectives. In Section 6, we outline our approach to testing and present a case study describing our experience doing performance testing for this system.

3 Performance Testing Objectives

In this paper, when we speak of software performance testing, we will mean all of the activities involved in the evaluation of how the system can be expected to perform in the field. This is considered from a user's perspective and is typically assessed in terms of throughput, stimulus-response time, or some combination of the two.

An important issue to consider when doing performance testing is scalability: the ability of the system to handle significantly heavier workloads than are currently required. This necessity might be due to such things as an increase in the customer base or an increase in the system’s functionality. Either of these two changes would typically cause the system to have to be able to provide a significantly increased throughput. If there has not been appropriate testing to assure that the system can be scaled, unacceptable levels of denial of service or unacceptable response times might occur as workloads increase. This is likely to have a very negative impact on customer satisfaction and therefore retention.

With these issues in mind, there are a number of different goals one could have when designing a research project related to performance testing. These include:

1. the design of test case selection or generation strategies specifically intended to test for performance criteria rather than functional correctness criteria,
2. the definition of metrics to assess the comprehensiveness of a performance test case selection algorithm relative to a given program,
3. the definition of metrics to compare the effectiveness of different performance testing strategies relative to a given program,
4. the definition of relations to compare the relative effectiveness of different performance testing strategies in general; this requires that we be able to say in some concrete way what it means for performance testing strategy X to be better than testing strategy Y,
5. the comparison of different hardware platforms or architectures for a given application.

In this paper, we focus on the first of these goals. We note here that, since there is almost a complete absence of any published research on software performance testing, there is a critical need for work in all of these areas.

There are also a number of things that need to be measured when evaluating a particular software system’s performance. Included among these are resource usage, throughput, stimulus-response time, and queue lengths detailing the average or maximum number of tasks waiting to be serviced by selected resources. Typical resources that need to be considered include network bandwidth requirements, CPU cycles, disk space, disk access operations, and memory usage. Other resources that might be of importance for specific projects include switch usage (for telecommunications projects) or database access rates.

Note that it is sometimes impossible to satisfy all requests for resources simultaneously. If the total requirements for disk space by different processes exceeds the space available, for example, this problem should be identified as early as possible in the requirements phase. In some cases, the system architecture will have to be redone. This can be a very expensive process with severe consequences. In other cases, processes will simply have to cut back on their resource demands, perhaps by developing better algorithms or by reducing functionality. Another alternative might be to order additional hardware to accommodate demands. In any case, the earlier there is an awareness of potential performance problems, the more likely it is that an acceptable solution can be developed and the more economically any necessary rearchitecture work can be done. Although performance planning and testing may be expensive and time consuming, we believe that it is nonetheless likely to be cost-effective for the reasons outlined above.

4 Creating Workloads for Performance Testing

One traditional goal of performance testing is to allow an organization to compare competing hardware platforms or software products under similar conditions that are considered to be of particular interest to the project. In that way, the project is able to select the best product for their needs as determined by a set of performance requirements. The usual way of doing this type of performance testing is to develop a benchmark (a workload or workloads that are representative of how the system will be used in the field) and then run the benchmarks on the systems, comparing the results. It is tacitly assumed that the system’s behavior on the benchmarks will be indicative of how the system will behave when deployed because the benchmarks were specifically designed to be representative of field usage.

That is not the goal of the work described in this paper. We are not comparing potential platforms or software products. Firm decisions have been made about the hardware being purchased and the software has been designed and written explicitly for this new hardware platform. The goal of the work described here is to determine, as early as possible, whether there are likely to be performance problems once the hardware is delivered and the software is installed and running with the real customer base. Just as the software’s functionality has to be
tested, so too does the software’s performance since, from the customer’s perspective, unacceptable response times, or insufficient resources can be just as problematic as incorrect or missing functionality.

Of course, the notion of a representative workload is itself problematic for several reasons. The first problem is the issue of where that data is to come from. How will we know what a representative workload actually is? This is often one of the easier issues for us to resolve. In our (telecommunications) environment, many projects routinely monitor system traffic, thereby providing the tester with the resources to develop a so-called operational profile that describes how the system has historically been used in the field and, therefore, is likely to be used in the future. An operational profile is a probability distribution describing the frequency with which selected important operations are exercised. This typically requires that domain experts make decisions regarding which operations are actually central for a given application. It also requires that someone make decisions about the window of observation from which the data will be drawn.

If no earlier version of this system is available, or historical usage data has not been collected for the system, there is frequently a similar system that could provide guidance in the design of workloads that can be used for performance testing. Alternatively, if there is a system whose output becomes the input to the system under consideration and this older system has been monitored, the required data may thereby be available to help in the design of an appropriate workload for performance testing. In the work we describe in this paper, detailed operational profile data was not available. That was one of the major challenges that we faced when doing this work.

A second issue that must be considered is whether the performance test cases should reflect an average workload or a very heavy or stress load. In either case, it is again necessary to consider the window of observation from which the average or stress loads will be taken. Will we look at the average traffic during a one hour window, during a 24-hour period, or during some larger period? Will we distinguish between times of light load and heavy load if this is predictable? Will we look at the heaviest load that occurred during a given 24-hour period or the heaviest load occurring during the month or during a year? These would almost surely not all be the same.

For many telecommunications systems, it is usual to consider the period of repeatability to be one week. Thus, except for special occasions, such as holidays or natural (or unnatural) disasters, the system usage on a given day of the week will look almost identical to the same day of the week during the following week. That is, the peaks and the valleys will generally occur at the same times from week to week. In [3], system traffic data was provided for a 24-hour weekday for five successive weeks. Examination of those graphs is consistent with this observation. The five graphs are very similar, having the same shape and same busy-hour each week.

Once the answers to these questions have been determined, the project must then determine whether or not the system for which performance testing is to be done will typically run in isolation on the hardware platform. In our environment, it is common for a project to be the sole application running in the environment. Therefore, provided that a representative workload has been selected, the observed throughput or response time is an accurate reflection of the behavior that the user can expect to see. However, if the software system is likely to be running with other unrelated systems on a common platform, it is necessary to assure that, during performance testing, the workload is run along with a representative background workload. Another way of thinking of this is to say that a performance test suite should include test cases that are a representative portrayal of the workload of the system under test, as well as a representative portrayal of the workload that is likely to be resident with the system when it is operational. The more complex the mix of jobs typically running on a system, the more difficult it is to accurately measure the expected performance. In the work described in this paper, we did not have to be concerned about this issue since the system would be running on a dedicated platform.

Still another issue to be considered is whether an average event arrival rate will be used or a more accurate probability distribution describing the variation in arrival rates will be used. Although this probability distribution might have the same average value, it would likely represent a significantly more accurate picture of the system’s behavior. However, it will be much more costly to determine and the mathematics involved in dealing with it might be a great deal more complex.

5 THE ROLE OF REQUIREMENTS AND SPECIFICATIONS IN PERFORMANCE TESTING

In order to do software performance testing in a meaningful way, it is necessary to have performance requirements, provided in a concrete, verifiable manner. This should be explicitly included in a requirements or specification document and might be provided in terms of throughput or stimulus-response time and might also include system availability requirements. Frequently, unfortunately, no such requirements are provided, which means that there is no precise way of determining whether or not the performance is acceptable. This is one type of problem that we try to forestall by including performance issues in an architecture review and not permitting a project to go forward with development until the performance requirements have been made explicit.

Another crucial issue when doing performance testing is making sure that if there are stated performance-related requirements, they can actually be checked to establish whether or not they have been fulfilled. Just as it is not very useful to select inputs for which it is not possible to determine whether or not the resulting output is correct when doing correctness testing for a software system, when doing performance testing it is just as important to write requirements that can be validated. It is easy enough to write a performance requirement for a compiler such as: It must be possible to compile any module in less than one second. Although it might be possible to show that this
requirement is not satisfied by identifying a module that takes longer than one second to compile, the fact that the compiler has been tested on many modules, all of which compiled correctly in less than one second, does not guarantee that the requirement has been satisfied. Thus, even plausible sounding performance requirements might be unverifiable.

A more satisfactory type of performance requirement would state that the system should have a CPU utilization rate that does not exceed 50 percent when the system is run with an average workload. Assuming that test cases have been created that accurately reflect the average workload, it is possible to test whether or not this requirement has been satisfied. Another example of a verifiable performance requirement might be that the CPU utilization rate must not exceed 90 percent even when the system is being run with a stress load equal to the heaviest load ever encountered during any monitored period. This would require that the appropriate stress workload be determined and run and a check be made of the CPU utilization rate under that workload. Similarly, it is possible to test for things like maximum queue length or total throughput required under specified loads, or the time required for disk input/output when the disk has certain characteristics.

Since performance requirements must be included for average system loads and peak loads, it is important to specify those loads as early as possible, preferably in the requirements document. As discussed above, detailed operational profile data is sometimes available, given that system traffic data has been collected and that analysis of the recorded data has been performed. This is frequently a significant task, requiring a great deal of resources, that needs to be planned for and budgeted for, but one that is extremely important both for functionality testing and performance testing.

For the system used in the case study described in the next section, detailed traffic data was not available. This meant that estimates had to be made by the most knowledgeable team members. If a business case has been made for a system, or even for the addition of new features, then that might include the necessary estimates. Of course, as additional information is acquired, a refinement of these estimates should be made.

6 A Case Study

In this section, we describe how we modified the performance testing approach described in [2] to test a gateway system that is the middle layer of a 3-tiered client/server transaction processing application, even though we did not have precise historical usage data.

6.1 System Description Information

The system accepts input from a caller and returns information that resides on a host server. The input may be in the form of dual tone multifrequency signals (touch tones) or limited vocabulary speech. Output is in the form of prerecorded digitized or computer-generated speech.

The client, or first tier of this architecture, consists of Voice Response Units (VRUs). These are computer systems that interface with the caller. The server, or third tier, consists of mainframe host computers that contain the information requested by end-users. The middle layer or second tier consists of the gateways: computer systems that allow the clients to interface with the servers. Servers generally reside at remote locations. From an architectural standpoint, the purpose of the gateway is to allow concentration of network connections and to off-load some of the processing that would otherwise have to be performed by each VRU.

Typically, a gateway will provide service to many different VRUs, while each VRU is able to access the services provided by many different gateways. These gateways and the VRUs share a LAN to permit this communication. Similarly, each gateway machine can connect to multiple remote servers. In order to allow this communication with a variety of host servers, each gateway is designed to support three different network protocols: SNA/3270, TN3270, and TCP/IP. The system architecture is shown in Fig. 1. We produced this high-level representation of the system architecture based on discussions with a senior person who was very familiar with the project. At this point, we made the decision that, from the point of view of software performance testing, this representation of the system architecture provided sufficient levels of detail.

An Application Script running on the VRU interacts with the end-user. When the application needs to perform a host transaction, an interprocess communications (IPC)
message is sent to the appropriate server process running on the gateway. For our purposes, a transaction is defined as a request sent to the host followed by the reply received from the host. The server process on the gateway formats the request according to the host requirements and sends it to the host. When a reply is received, the process on the gateway parses the returned host data, formats an IPC message, and sends the reply to the application on the VRU. The high level software architecture is shown in Fig. 2. We also prepared this architecture diagram based on discussions with members of the project team. Since we were primarily interested in determining system input parameters that could affect the performance, we viewed the system at a relatively coarse level of granularity, identifying both system-level parameters and interprocess communications.

The existing gateway systems are based on PC hardware (Intel Pentium processors, ISA bus) running the Unix operating system. In order to improve the performance and reliability and to reduce maintenance costs, it was decided to upgrade the hardware platform with mid-range systems that use multiple PA RISC processors, have large amounts of RAM, and are capable of supporting many physical I/O interfaces.

6.2 Performance Testing Goals

Although there has been a software system running on the old platform that has been performing most of the tasks to be performed by the new software system on the new platform, detailed performance data had not been collected. Therefore, we were forced to use the only available information regarding the new system’s performance requirements, which came from an analytical study done by the project team after the new platform was purchased, but before it was available.

This study estimated the expected number of transactions that the new platform should be able to process when it was connected to host systems using the SNA/3270 and TN3270 protocols. It determined that 56 links, each capable of handling 56Kbps, were needed and that the system would have to be able to function with 80 percent of the links active, each handling transactions averaging 1,620 bytes. Although the vendor had given assurances that the new platform would be able to handle the required workload, they did not provide adequate data to substantiate these claims. What they did supply was performance data from the use of their hardware as database servers. However, a gateway system provides functionality that is qualitatively different than the functionality provided by a database server and, therefore, we felt that the performance data supplied by the vendor would not be indicative of the behavior that we could expect in our target environment.

The project team therefore concluded that the new platform contained new software components whose performance behavior was largely unknown and that the performance data supplied by the vendor was not directly applicable to a system used as a gateway. For these reasons, they decided to test the performance of the gateway prior to deployment using a configuration similar to the one that would be used in production.

An important first step was to identify the objectives of the performance testing activity. Initially, we thought that the objective should be to validate the requirements set by the analytical study, that is, to directly address the question of whether or not the gateway could effectively handle the expected number of transactions per second. After careful consideration, however, we decided that performance testing should help us answer the following more far-reaching questions relating to such issues as scalability, cost, and bottlenecks:

1. Does the new gateway have enough resources to support increased end-user volume within prespecified budgets of resource consumption and latency?
2. At what volume of end-users do these resources become inadequate?
3. What components of the hardware and software architecture of the gateway limit performance? Where are the bottlenecks?

6.3 Designing the Performance Test Cases without Detailed Historical Data

As we mentioned earlier, the project team decided that it would be best to do performance testing on a configuration as close as possible to the one to be used in production. To accomplish this, we had to borrow test lab facilities from the vendor since our own hardware was not yet available. Although this involved considerable expense both for the use of the facilities, as well as costs for our testing personnel
for travel and living expenses, we knew it would be too risky to wait until our own platform was available. The limited availability of this lab and the need to minimize costs meant that we had to preplan all test activities with extreme care. We feared that there might be catastrophic performance problems when the new platform was deployed if we did not do comprehensive performance testing prior to its arrival and deployment.

Access to the vendor test lab facilities was strictly limited to one week. As a result, test cases had to be carefully planned prior to using the lab since we knew that there would only be enough time to run and analyze the results from a limited number of test cases while there and that experimentation during this testing phase would be impossible because of the time constraints. For this reason, we had to develop concrete test plans and test suites prior to visiting the vendor’s facility.

It is essential to recognize that designing test suites for performance testing is fundamentally different from designing test suites for functionality testing. When doing functionality testing, the actual values of parameter settings is of utmost importance. For performance testing, in contrast, the primary concerns are the workloads and frequencies of inputs, with the particular values of inputs frequently being of little importance.

It was decided that our performance testing had to address the questions listed in the last section for both average and peak workloads. This meant that we had to determine what these loads were likely to be. Experience told us that a usage scenario should be defined in terms of those parameters that would most significantly affect the overall performance of the system. Therefore, our immediate priority was to identify such parameters. To do this, we first looked at the software architecture of the gateway and its relationships to both the VRUs and to the customer host systems. We felt that the software architecture of a system could provide important insights that could be useful when designing our performance test suite. This is shown at a high-level in Fig. 3.

The software performance testing approach described by Avritzer and Weyuker [2] relied on a substantial amount of detailed data collected during nine months of field usage of the system on the existing platform. That meant that they were able to determine precisely average workloads and peak loads encountered during this period and use this information as the basis for software performance test suite creation. The primary challenge they faced was the fact that they did not have a version of the software that could run on the new platform. Therefore, they had to decide which parameters were most relevant for use in modeling test workloads so that they could synthesize workloads that could be input to the hardware that would behave the way the ported software would behave with production workloads. In contrast, for the software performance testing described in this paper, we did have the new software that would be running on the new platform, but we did not have access to detailed historical usage data and had only limited access to the new hardware platform. We therefore had to make estimates to design appropriate workloads for testing.

By studying the software architecture of the gateway, shown in Fig. 3, we observed that its performance is closely related to the performance of three processes: SNA5srv, GwySrv, and ComMgr. This decision relied on our experience working with other similar systems and discussions with senior members of the project development and test teams.
The first process, SNASrv, was a new software component that did not exist on the old platform. There is one such process on the gateway and its purpose is to communicate on one end with all 3270-based hosts and, on the other end, with the different SNA/3270 emulators. The second process, GwySrv, was a modified version of one found on the old platform. Modifications were made so that this process could work with the new process mentioned above. No additional functionality was incorporated. There is one of these processes for each link to a host and each of these processes may interact with up to 25 different emulators. Each emulator supports a maximum of 10 Logical Units (LUs), which are ports through which end users or programs communicate in the SNA architecture. The third process, ComMgr, interfaces directly with the VRU. There is one of these processes on the gateway and it was ported without any modifications from the old platform.

Since the SNASrv process deals with connections to customer host systems, as well as with processes that communicate with the end-user, and the GwySrv process also deals with those processes that communicate with the end-user, we reasoned that the number of simultaneous active connections to customer host systems and the number of simultaneous callers should be two of the parameters that would most significantly impact the software performance. Additional parameters that would noticeably affect the overall performance of the gateway were the number of transactions per call, transaction sizes, call holding times, call interarrival rates, and the traffic mixture (i.e., percent of SNA vs. TN3270 vs. TCP/IP).

To determine realistic values for these parameters, we collected and analyzed data from the current production gateways. We used tracing to record certain types of information for each transaction. These included such things as time-stamps, response time, and LU number. We did this for several days with six different applications at two different sites. We believed that, although this data was collected over a relatively short period of time rather than many months, as was the case for the earlier study described in [2], it would nonetheless be very valuable and provide us with an accurate picture of the usage levels that would be seen in the field. By using this information, as well as some estimated values from earlier field experience, we determined that:

- Average usage was typically about 40 LUs per link, with 24 simultaneous callers, three transactions per call, 2.5 minute call holding time, and a five second call interarrival rate on each channel. This corresponds to approximately one transaction every three seconds for each link.
- Heavy usage was determined to be 120 LUs per link, with 120 simultaneous callers, four transactions per call, 3.5 minute call holding time, and a five second call interarrival rate on each channel. This is equivalent to approximately 2.2 transactions per second for each link.

We were unable to obtain precise data regarding transaction sizes and the traffic mixture. For transaction sizes, the primary concrete information that we were able to obtain was that the minimum and maximum sizes were 100 and 1,920 bytes, respectively. As a first approximation, our solution was to run the test cases for both usage scenarios, assuming that each transaction was 1,100 bytes (100 bytes sent to the host and 1,000 bytes received from the host). This was the number assumed in the analytical study that had been performed and, since it was consistent with the team’s experience, we considered it to be a reasonable assumption.

Alternatively, we could have assumed a nonuniform distribution of transaction sizes such as assuming that different segments of the transaction population would have different transaction sizes. For example, for the typical usage scenario, we could have assumed that 25 percent of the transactions were 100 bytes, 25 percent were 1,920 bytes, and the remaining 50 percent were equally distributed to represent transactions of 500 bytes, 1,000 bytes, and 1,500 bytes. For the heavy usage scenario, we could have assumed that 25 percent of the transactions were 1,000 bytes, 25 percent 1,500 bytes, and 50 percent 1,920 bytes. We decided that using the single transaction size of 1,100 bytes would minimize the number of test cases while still being sufficiently accurate for our purposes.

With respect to the traffic mixture, our primary concern was the SNA/3270 protocol since all of the traffic on the existing gateway used the SNA/3270 protocol. Support for the TN3270 protocol was new and the system engineers anticipated that, at least initially, only a very small number of customer host systems would be using that protocol. Furthermore, both the TN3270 and the SNA/3270 used some of the same processes, so we expected few, if any, performance surprises from TN3270 traffic. As for the TCP/IP protocol, its implementation does not require significant resources on the gateway and we already had data that indicated that the effect of the TCP/IP protocol on the overall performance of the gateway was negligible. Thus, we decided to focus our testing effort on the SNA/3270 protocol.

If we had felt that it was necessary to test the SNA/3270 and TN3270 protocols separately because there had been, or was expected to be, significant TN3270 traffic, we would have created different test cases by varying the distributions. This could be done by starting with an assumption that the SNA/3270 protocol represented 90 percent of the traffic, while the TN3270 protocol represented 10 percent. Then, by decreasing and increasing the distributions by 10 percent until SNA/3270 represented 10 percent of the traffic and TN3270 accounted for 90 percent of the traffic, we could have provided a range of scenarios. These nine tests, (SNA/3270 = 90 percent, TN3270 = 10 percent), (SNA/3270 = 80 percent, TN3270 = 20 percent), ..., (SNA/3270 = 10 percent, TN3270 = 90 percent)) ordered in decreasing order of importance, would then be run with both the average and high usage scenarios and could be used to provide us with insights into the role that each protocol plays in the consumption of resources, as well as the overall impact on the performance of the gateway.

### 6.4 Prescription for Developing Performance Test Cases

We now summarize the approach outlined above. It is important to recognize that, since every system is different, this cannot be in the form of a precise recipe for preparing...
test cases. However, we have described the architecture of the system we were building and indicated the level of granularity at which we identified relevant parameters. Typical steps to form performance test cases include:

- Identify the software processes that directly influence the overall performance of the system.
- For each process, determine the input parameters that will most significantly influence the performance of the system. It is important to limit the parameters to the essential ones so that the set of test cases selected will be of manageable size.
- Determine realistic values for these parameters by collecting and analyzing existing usage data. These values should reflect desired usage scenarios, including both average and heavy workloads. A determination must also be made of the window of observation that will be used.
- If there are parameters for which historical usage data are not available, then estimate reasonable values based on such things as the requirements used to develop the system or experience gathered by using an earlier version of the system or similar systems.
- If, for a given parameter, the estimated values form a range, then select representative values from within this range that are likely to reveal useful information about the performance behavior of the system. Each selected value should then form a separate test case.

7 Performance Testing Results

To implement the test cases representing these scenarios, the project team developed two programs to simulate callers. These programs send transaction request messages to the gateway server process and receive replies. Both programs simulate a number of simultaneous callers, performing transactions of a size specified on the command line. One program sends transaction requests as quickly as possible, i.e., as soon as the reply to a request is received, another request is sent out. The other program more closely simulates human users by accepting parameters for the call duration and number of transactions per call and using them to add “think time,” thereby simulating realistic call arrival rates. For a host application, we used an existing simple application that had been previously used for functionality testing. Since all customer applications require similar processing cycles by the gateway, the choice of customer application was not important for our testing.

Testing was conducted on a hardware configuration in the vendor’s testing lab, similar to the one to be used in the field. Testing revealed some surprising results that differed markedly from the vendor’s assurances regarding the performance of the gateway. We learned that, for both the average and heavy usage scenarios, the gateway could handle only a small fraction of the transactions estimated to be required by the analytical study, even though we had been assured by the vendor that the hardware was capable of handling loads of this size. We identified three problems in the vendor-supplied software that caused very high CPU utilization and contributed to the poor performance of the gateway.

The first problem was related to the polling frequency of the gateway by the host. The second problem was related to the algorithm used by the gateway server process, GwySrv, to search the various LUs for the arrival of new data. The third problem was related to the inefficient implementation of some library modules used by the SNA server process. We were able to resolve the first two problems fairly quickly, which led to a substantial improvement in the performance of the gateway. The solution to the third problem is much more subtle and involves making modifications to the vendor’s software that must be carefully designed. It is expected that, when completed, these modifications will further improve the performance of the gateway.

8 Conclusions

For many industrial software systems, performance requirements play a central role in determining the overall quality and usability of the system. Many project teams expend a great deal of resources testing the functionality of the system, but spend little or no time doing performance testing, even though performance problems often significantly impact the project’s ultimate success or failure. The issues that have to be addressed when doing performance testing differ in a number of ways from the issues related to functionality testing. In this paper, we have presented many of these issues and discussed our experience dealing with them.

We have also described our experience doing performance testing for an existing gateway system that was being redeployed on a new platform. We firmly believed that doing performance testing before the system was released to the user community would be a wise investment of resources and our experience with this system bore this out. We were able to uncover and correct several software faults that substantially compromised the performance of the gateway. We are convinced that if the system had been deployed without having identified and corrected these problems, the system would have provided performance that would have been viewed by our customers as being entirely unacceptable. In addition, we identified three platform-related problems mentioned in the previous section that the vendor helped us address. Again, had they not been uncovered prior to system deployment, there would likely have been disastrous consequences.

It was essential to clearly identify the objectives of performance testing before beginning the actual test case selection. This allowed testers to identify unrealistic or untestable goals. Although this project had begun with stated performance objectives, these objectives had to be refined. This was achieved through repeated discussions with the project team. The result of this effort was a system that provided the resources required by its customers in a satisfactory way.

We used the software architecture of the system whose performance we wanted to evaluate as the basis for identifying the parameters that affected the performance most directly. This allowed us, for example, to save

...
significant time by focusing our testing effort on the SNA/3270 traffic. We concluded that this was acceptable because, as part of our performance testing preliminary work, we had determined that almost all of the traffic used the SNA/3270 protocol, rather than the TN3270 protocol. In addition, we had determined that the software for the two protocols was almost identical. Since we had very limited access to the test platform, minimizing the test suite was essential. This was accomplished by removing test cases that could be viewed as being redundant in the sense that they yielded little in the way of additional information about the system’s performance. This, in turn, permitted additional scenarios to be tested which did yield new information.

We defined usage scenarios by assigning realistic values to the parameters that most directly affected performance. For most parameters, we were able to collect and analyze data from systems currently in use in the field. For a few parameters, we made assumptions based on our experiences with the existing system. We benefited greatly from the availability of a production-like test facility and commercially available tools used to collect and analyze performance data. The primary lesson learned was that it was far better to uncover performance problems before the system was deployed with customers dependent on it, than finding out about them when users’ needs cannot be met.

It would be nice if we were able to provide a precise algorithm for the generation of test cases to use for the performance testing of a system being built, as we have for different levels of correctness testing. However, that is not possible. As we discussed above, however, there are a number of steps that we followed to assure that the workloads we used for performance testing would yield meaningful information that would be indicative of what users would likely see when the system was operational in the field. Just as it is essential that test suites used for functionality testing be created in a systematic way, it is also critical that we do carefully planned software performance testing. We believe that the steps that we have outlined above, as reflected in the case study described, should help testers charged with doing performance testing avoid ad hoc testing and focus on the most relevant parameters and workloads.

Even though this was a very large and complex system and no usage data had been collected prior to our involvement with the performance testing effort, we were nonetheless able to identify a manageable number of critical parameters that served as the focus for workload definition for performance testing. By providing moderate detail in the case study and describing the level of granularity that we found adequate for testing, we hope that readers will be encouraged to begin a similar performance testing effort.
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