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Abstract

This article addresses the area of decision making for information systems (IS). We recognize the great demand for methods and techniques that can be of practical help by presenting a new, conceptual approach, the profile distance method, to support the IS selection problem. This approach combines the merits of two prominent concepts individually applied in decision making: the utility ranking method (URM) and the data envelopment analysis (DEA). In addition, the method involves calculating distances between the desired system profile defined in the additive multi-attribute utility model and the individual alternative profiles calculated by the DEA derived optimization process. The results can be visualized to support the decision maker in justifying and communicating the model outcomes. The proposed method is illustrated within a real life case study concerning an enterprise resource planning (ERP) software selection problem.
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1 Introduction

Information systems (IS) play a major role in developing and sustaining competitive advantage in the global marketplace [16,31]. IS can transform business and revolutionize the way business is conducted [6].

Literature reports extensively on diverse problems associated with IS evaluation [26]. Those problems can be derived from the difficulty of understanding the complex factors involved in IS decision making, such as scope and impact of the decision, the concept of value and its multi-dimensional facets, natures of IS benefits and costs, associated risks, strategy alignment, human and organizational mechanics or political issues.

The evaluation of IS investment proposals has been a recognized research area for a long time. Already in the 60ies, researchers began working on IS related evaluation issues [20,28]. Since then, IS evaluation has become one of the most researched and written about topics in IS research, resulting in a large number of evaluation techniques available today. Research exists helping to assess the wide spectrum of methodical aids through taxonomies [25], classifications [17,18], and surveys of methods [39]. Olson shows how major decision aids supporting selection problems work and concludes with a comparison of techniques with respect to practical implementation [32]. Despite these efforts, organizational studies have shown that in practice business management fails to appreciate the portfolio of investment appraisal techniques available. Many companies are justifying their IS expenditure on the basis of what could be called 'acts of faith' [5]. Where formal evaluation takes place, it is predominantly based on conventional accountancy approaches such as methods implementing discounted cash flow analysis [8]. The accountancy methods can be applied to any corporate investment proposal and are widely understood by senior managers, but do not accurately capture the benefits resulting from investments in IS [30]. More complex or IS-specific evaluation methods to capture the full consequences of an IS investment are seldom adopted by business managers. This situation further worsens in small to medium sized compared to large enterprises [8]. If a formal, non-financial technique for IS evaluation is chosen to support the IS investment appraisal, it is very likely a simple scoring and ranking technique [35]. These methods appeal to management due to their intuitive, simple and cost effective application. They are relatively transparent, allowing others to see the logic of the results and enabling the inclusion of the full range of intangible consequences. These criteria seem to be the key to application success of any methodical aid.

In this paper we propose a new, conceptual approach, named profile distance method, to support IS selection problems. By combining the basic concept of the popular utility scoring and ranking technique with Data Envelopment
Analysis (DEA), we recognize their appealing benefits while making up for a number of their limitations. The results can be visualized to support the decision maker in justifying and communicating the model outcomes. Because the method consists in solving a linear program (LP), it is easy to implement on any personal computer. Its underlying concepts are logically sound and comprehensible. We illustrate this with a real-world case on a prototype implementation, which refers to an Enterprise Resource Planning (ERP) software selection.

The remainder of this article is structured as follows. First, we provide more information on the methodical background for the incorporated concepts. Next, we summarize the research issues. In section 4, we develop the new approach, and subsequently show its application. Finally, section 6 concludes the results and sketches the on-going research.

2 Methodical background

2.1 Utility ranking method

Four basic approaches can be identified in the evaluation methods available: The financial, the ratio, the portfolio, and the multi-criteria approaches [34, 36]. The method described in this article follows a multi-criteria, more precisely “multiple attribute decision making” (MADM) approach, which in general is applicable to a wide range of human choices [42]. MADM refers to making preference decisions over a finite number of alternatives that are characterized by multiple, usually conflicting, attributes. In the field of IS evaluation the MADM approach 'Information Economics' received considerable attention [33]. The model gives the decision makers the means to identify and assess a comprehensive set of evaluation attributes in the IS evaluation problem setting, therefore it primarily assists in the important generation of attributes. Other more general frameworks provide assistance to identify places where important criteria, especially benefits, might be found, e.g. [19].

A MADM problem can be expressed by a matrix, where columns indicate the attributes considered and rows denote the competing alternatives. Each MADM problem needs to be solved by one of the numerous MADM methods available. It is essential for many compensatory MADM methods to obtain comparable scales by normalization of attribute ratings. Solving the MADM problem can imply the aggregation of utilities into an overall evaluation for each alternative leading to a final ranking. Zanakis et al. give simulation comparison of eight popular and widely used methods [43]. The most popular method to practitioners due to its simplicity is the additive weighting tech-
nique which uses utility functions with precise assignments concerning utilities and weights. The overall suitability of each alternative is thereby calculated by averaging the score of each alternative with respect to every attribute with the corresponding importance weighting. In the remainder of this article, we will refer to a MADM approach based on additive multi-attribute decision making as an utility ranking method (URM). Known extensions to URM allow for imprecision concerning the inputs, follow-up sensitivity analysis or simulation e.g. based on simultaneous changes of weights [13, 27, 37].

2.2 Data envelopment analysis

The original DEA model referred to as CCR-model proposed by Charnes, Cooper and Rhodes [14] maps a fractional linear measure of efficiency into a linear programming (LP) format. The efficiency measure defined by multiple inputs and outputs is used to assess different decision making units (DMUs) without the need to know their production function. This non-parametric approach optimizes an LP per DMU yielding weights with respect to the chosen inputs and outputs for every DMU. Consequently, the relative efficiency rating calculated by DEA in respect of a DMU is defined as the ratio of the sum of its weighted output levels to the sum of its weighted input levels. Through solving the LP each DMU is free to choose its optimal weights in order to make itself look best under the restriction that no other DMU, given the same weights, is more than 100% efficient. As a result, a Pareto frontier is attained, characterized by at least one 100% efficient DMU on the boundary envelop of the input-output variable space. For a complete introduction into DEA see [15, 40] and for an up to date scheme for classifying the DEA literature we refer to [21].

Data Envelopment Analysis was originally used for assessing the relative efficiency of organizational DMUs such as universities [1], governmental organizations [12] or bank branches [11]. In the context of decision analysis, the use of DEA as a discrete alternative MADM technique has been gaining considerable attention in academic literature. DEA can be applied to rank decision making alternatives, to provide insights into specific strengths and weaknesses of alternatives, or to support group decisions by using an Assurance Region DEA Model. The latter can take into account the various views of evaluators by including upper and lower bounds as the assurance region constraints for output weights in the underlying LP while assuming an input value of one for every alternative [15]. A case-based evaluation of various DEA ranking approaches and MADM techniques showed, that DEA approaches seem to be advantageous since they require less information from decision makers and analysts for ranking alternatives [38]. Other adopters of DEA for decision making used the methodology to screen, respectively limit the number of alternatives, for
further evaluation by other MADM techniques, e.g. for technology selection problems in the area of manufacturing [7, 29]. Recent approaches analyzed the usage of DEA for IS evaluation and suggested its application in a real life setting as a MADM technique [9].

The predominant situation found in IS decisions is characterized by a large set of attributes together with a small set of IS alternatives. Due to the nature of DEA – the freedom of each alternative to show his best representation by choosing an individual weighting scheme in the underlying LP – its application in terms of IS decisions results in high efficiencies with no or limited discrimination power. Suggestions to overcome these general DEA limitations are based on modifications of the LP constraints [4]. A new approach avoiding the constraint modification is based on introducing unobserved alternatives under certain assumptions [3]. Our approach solves the ranking issue by adding a penalty function to the DEA model.

3 Research issues

This paper develops a method combining the merits of the two prominent concepts presented in the previous sections, URM and DEA, by utilizing their compatibility in terms of MADM. Thereby we seek to advance the state of the art by addressing the following limitations in IS decision making:

(1) The difficulty to assess, understand and compare the full spectrum of decision making attributes as a whole, i.e. the profiles of the alternatives under evaluation.
(2) The problem of identifying the selection criteria playing the decisive role for the IS selection.
(3) The problem of achieving a clear cut ranking.
(4) The lack of simple, user-friendly and communicative techniques for dealing with complex decision settings hindering their acceptance by decision makers in practice.
(5) The problem of computationally complex procedures and hence the difficulties in implementation on computer systems.

In particular, by targeting these limitations the decision maker gains insights on the organizational fit for each IS alternative. The concept of organizational fit is a core research construct to explain implementation and usage success in diverse IT contexts [22, 41]. In the context of IS, research further emphasizes that decision makers should assess the fit between their organization and the target system prior to its adoption, e.g. for ERP see [23]. For ERP systems taking this measure is regarded as critical especially for implementation success.
The proposed approach is characterized by a fully automated multi-phased procedure. It enables the decision to explore the overall suitability of an alternative in terms of distances based on attribute weights between an alternative and the desired profile. While the attribute weights are gained from calculating our model, a modified DEA-based optimization, the desired profile is defined by the pre-selected weights defined in URM. Intermediate and final results can be visualized to support the decision maker in justifying and communicating the model outcomes. As mentioned, the method involves calculating distances between the desired system profile and the individual alternative profiles. A related idea was proposed by Hwang and Yoon who developed the Technique for Order Preference by Similarity (TOPSIS) based on the concept that the chosen alternative should have the shortest distance from the positive-ideal solution and the longest distance from the negative-ideal solution [24, 42]. In contrast to TOPSIS, where a positive-, respectively, negative-ideal solution needs to be defined in terms of weighted, normalized attributes, we do not need any additional information besides the given URM specific utilities and weights.

The next section develops the new method. Our goal is to translate the basic idea of combining URM and DEA into a simple model that can be of practical help in IS decision making, and to demonstrate its application in practice. In-depth methodological elaborations were widely avoided to improve readability and practicability.

4 Developing the new model

The original fractional model optimizes the weighted output per weighted input, where the weights are the variables. We start with the original CCR-DEA model as described in e.g. [2], which translates the fractional program into an LP by adding constraint (3) keeping the denominator equal to one. Here we have $n$ DMUs each with $m$ input attributes represented through the $m \times n$ matrix $X$ and $s$ output attributes stored in the $s \times n$ matrix $Y$. The vectors $v$ and $u$ are the weight vectors for input- and output-attributes, respectively. We have for each DMU a different LP which can lead to a different optimal solution. The parameter $k$ selects the DMU for which the optimization should be performed.

$$h_k = \max_{u,v} \sum_{r=1}^{s} u_r y_{rk}$$ (1)

subject to:
By adding a penalty function to the objective (1) of the DEA model which measures the distance from a given desired weight profile, we incorporate the basic URM. Since for URM all inputs are implicitly treated to be one, we consider an output weight-profile only. Let \( w \) be a vector which defines this profile for each given output-weight \( o_i \) relative to \( o_1 \). Thus, \( w_3 = 2 \) means that the weight assigned to attribute 3 should be 2 times larger than the weight for attribute 1. Consequently, \( w_1 \) is always one. Note that this profile \( w \) has to be expressed in relative figures, because multiplying all weights with a positive number would not change ranking (neither for URM nor for DEA). So we suggest

\[
h_k = \max_{u,v} \sum_{r=1}^{s} u_r y_{rk} - \alpha f(u, w) \tag{4}
\]

where \( f \) is the function measuring distance between the weight vector \( u \) and the desired profile \( w \). \( \alpha \) is a fade-factor controlling the tradeoff between pure DEA (\( \alpha = 0 \)) and pure URM (\( \alpha \to \infty \)). Hence, we allow the decision maker to change the model outcome by fading between both techniques, thereby exploring the organizational fit of the current alternative under evaluation.

4.2 Applying a linear optimization

We chose the sum of absolute distances as the distance measure \( f \). Thus \( f(u, w) = \sum_{i=1}^{s} |u_i - w_i u_1| \). It can be seen that the resulting problem can not be expressed in a linear form. By calculating the optimization problem in two phases, we can, however, relax the equation system to an LP, which is easy to solve and accessible in almost every computer aided working place.

In phase one, we set \( \alpha = 0 \) and thus solve the original DEA problem (1). From that solution we can extract the relative weight vector \( \hat{w} \) with \( \hat{w}_i = u_i / u_1 \), \( i = 1, \ldots, s \). Comparing \( \hat{w} \) with our desired profile \( w \), we know for each attribute whether \( \hat{w}_i > w_i \) or not.
In phase two, we add for each \( i = 1, \ldots, s \) one additional constraint to (2), depending on the relation between \( \hat{w}_i \) and \( w_i \) as follows:

\[
\alpha d_i (u_i - w_i u_1) \geq 0 \tag{5}
\]

with

\[
d_i = \begin{cases} 
1, & \hat{w}_i > w_i \\
-1, & \text{else}
\end{cases}
\]

Note that \( \alpha \) in (5) only ensures that the constraint is redundant whenever \( \alpha = 0 \) and thus leading to the traditional DEA. The following objective function is used in this new LP.

\[
h_k = \max_{u,v} \sum_{r=1}^{s} u_r y_{rk} - \alpha \sum_{i=1}^{s} d_i (u_i - w_i u_1) \tag{6}
\]

The additional constraints in (5) ensure that the distance measure at the right hand side of (6) is always positive and thus sums up to a positive penalty. The relaxation of the problem can be seen to allow the first weight-profile \( \hat{w} \) (estimated through DEA) to approximate the desired weight-profile \( w \) only from one direction with respect to each attribute. Phase one determines from which side the optimization should take place. The final optimization model can be defined as:

\[
h_k = \max_{u,v} \sum_{r=1}^{s} u_r y_{rk} - \alpha \sum_{i=1}^{s} d_i (u_i - w_i u_1) \tag{7}
\]

subject to:

\[
\sum_{i=1}^{m} v_i x_{ij} - \sum_{r=1}^{s} u_r y_{rj} \geq 0 \quad \text{for } j = 1, \ldots, n
\]

\[
\sum_{i=1}^{m} v_i x_{ik} = 1
\]

\[
\alpha d_i (u_i - w_i u_1) \geq 0 \quad \text{for } i = 1, \ldots, s
\]

\[
u_i, v_j \geq 0 \quad \text{forall } i, j
\]
5 Case application

The developed model was tested within a real life case study concerning an ERP software selection problem faced by the Austrian subsidiary called Primagaz Austria of an international wholesaler of liquid and gaseous fuels and related products (SHV Holdings N.V.). Before presenting the results, we provide short information on the company and ERP project background as well as on the selection methodology applied by the company. For a more detailed description about the company and the undertaken ERP adoption see [10].

5.1 Background information

Today, Primagaz Austria has 90 employees, generates annual revenues of Euro 55 million, and supplies 12,000 Austrian end-customers with their petroleum gas products and services, while pointing out, that they are an ISO-9002 certified tank gas provider. Since the headquarters in France allow their subsidiaries to develop their own IT/IS strategies, the company was independent in their ERP decision. Until 2003, all primary functions run on a 20 year old COBOL based system in an out of date Novell NetWare environment. Limitations of this software infrastructure were the driving force behind the ERP adoption decision. For example, the system did not allow embracing the Austrian subdivisions causing redundant data storage. The back-office operations could not be linked or integrated with front-office operations, meaning that every working place needed two PCs (Windows/Netware). External operations were neglected, e.g. there was no internet connection possible to support external data inquires. Reporting functionality was limited, e.g. no longer time scales (reports over the last 7 years) were supported. In addition, monthly reports could only be produced within a delay of 5 days after the end of the month. The system required new programming by the vendor for every change in the data export interface. These were needed for more sophisticated reporting or controlling purposes. Also the accounting capabilities did not meet the requirements. Because no further releases of the legacy system could be expected to overcome these shortcomings, business management decided to replace the legacy system.

5.2 Chosen decision making approach

Although ERP adoption was initiated due to technical reasons, Primagaz viewed their ERP project as important vehicle to support and enhance the company’s long-term strategic position. Thus, the strategic value of ERP and
its degree of alignment in the organizational context was perceived by business management as the starting point for defining ERP requirements. This approach follows the recommendations found in literature concerning the concepts of strategic alignment and organizational fit in developing the IS/IT infrastructure [22].

The company’s ERP decision making methodology was based on the URM complemented with vendor related perceptions and a separate financial analysis. The financial view comprised software licence, consulting, travelling, and hardware costs for the first and following years. Through the URM, they wanted the desired system to achieve a high ERP utility score through simple additive weighting based on a number of pre-selected attributes reflecting their specific range of targeted software specific functionalities and benefits. The requirements comprised the categories (1) controlling and reporting, (2) accounting, (3) logistics, (4) purchasing, (5) needs of local divisions, (6) services and engineering, (7) sales, and (8) business management. Several attributes were defined in each group for evaluation summing up to 73 criteria. The weights and utility values were defined by a decision committee with key users from all functional departments.

URM provided a final utility score for each alternative leading to a ranking in terms of software specific requirements. The overall utility score besides being difficult to interpret did not account well for providing information on the level of suitability in terms of organizational fit of each system. However, the decision committee did not use any other specific methodical aid to evaluate the level of organizational fit in order to support their primary objective of aligning their new IS infrastructure capabilities with their strategic focus.

5.3 Applying the new model

As already indicated, the company used the URM as a decision aid to rank the alternatives according to their desired profile defined by weights. The weighted utility scores for the three pre selected alternatives (we will refer to them as A, B and C) were 253, 288 and 252 respectively. The score was calculated from 73 attributes belonging to the 8 main functional sub-classes given in the previous section. As can easily be seen, alternative B outranks its opponents whereas A and C seem to have a tie, i.e. according to URM they can be considered as equally good. This situation demonstrates the shortcomings of the URM: The resulting utility scores are hardly interpretable and do not provide a clear-cut ranking.

From the given weights in the URM the relative weight profile $w$, as defined in the previous section, was extracted with respect to the 8 attribute classes. This
implicitly defined the ideal profile of the company and is illustrated in Figure 1. As can be seen, the company placed a relative importance on accounting (2), and sales (7), while under-weighting their needs in terms of logistics (3), purchasing (4), and local divisions (5).

Knowing \( w \), we started phase one of our profile distance method by setting the fade-factor \( \alpha = 0 \) in the optimization model (7) resulting again in a pure DEA calculation. As expected, the basic DEA model revealed that all alternatives were 100% efficient with different weight profiles for each of the three alternatives \( k \) (see Figures 2-4). This lack of discrimination is a recognized problem in DEA applications [2]. From the results of phase one, \( \hat{w} \) and hence \( d \), the direction vector, were derived for each alternative.

From this point, \( \alpha \) can be varied between zero (plain DEA) and \( \infty \) (plain URM) for each alternative yielding to intermediate profiles shown in Figures 2-4. It should be noted that the precision of movements of \( \alpha \) was 1E-7 and already \( \alpha = 0.7910204 \) yielded the URM profile for all alternatives. All weights were additionally constrained to stay within a ratio of at most 1:10.

It can be seen that alternative B (Figure 3) does not have any intermediate profiles at the given precision. Within our resolution, it directly switches to the desired profile when raising \( \alpha \). This is not very surprising considering the high utility score of alternative B shown via URM. The first DEA based profile indicates, however, that alternative B’s relative strength seems to be concentrated on accounting (2), an area with a high relative importance to the company. Thus, a new insight was provided for the decision maker.
The remaining alternatives A and C are posing the main challenge for the new model. Both methodical aids applied separately, i.e. the URM and DEA, do not allow for any discrimination between those alternatives. The pure URM approach yields approximately the same overall utility scores. The plain DEA approach classifies both systems as 100% efficient. In this setting, the proposed profile distance method supplies the decision maker with valuable insights. As
Figure 2 denotes, alternative A offers its main advantages in accounting (2), and logistics (3). When $\alpha$ is raised, already the intermediate profiles fit relatively well to the desired one (see Table 1). It can be seen that from the first intermediate profile on, the strong emphasis placed on accounting (2) vanishes, which is a very interesting structural information. It demonstrates that alternative A does not need to overweight the impact of accounting to remain competitive. On the other hand, this adjustment improves organizational fit by 35% as reflected through a drop from distance 502 to 328 (see Table 1). Alternative A, however, still puts higher weights on logistics (3). From the second intermediate profile on this is achieved at the expenses of sales (7), and business management (8), which can therefore be regarded as minor weaknesses.

Figure 4 shows the performance of alternative C, which presents itself as inappropriate regarding the company’s needs. The results reveal that the attribute logistics (3), services and engineering (6) and sales (7) need to be weighted extensively higher compared to the other alternatives in order to remain competitive. This, however, has a negative impact on the improvement of the distances between the intermediate profiles to the desired one (see Table 1). Consequently, alternative C was unable to adapt, thus kept its own shape until finally forced into the desired profile through the model.

It should be noted that the distance for profiles is monotonously decreasing with respect to $\alpha$. This implies that each profile can appear only once while changing $\alpha$. Table 1 shows the transition-points of $\alpha$ when using a maximum
Distance measure (DEA efficiency in %)  

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>Distance measure (DEA efficiency in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000000</td>
<td>A: 502 (100%)  B: 386 (100%)  C: 472 (100%)</td>
</tr>
<tr>
<td>0.0000002</td>
<td>B: 328 (100%)  A: 386 (100%)  C: 472 (100%)</td>
</tr>
<tr>
<td>0.0000003</td>
<td>B: 256 (100%)  A: 386 (100%)  C: 472 (100%)</td>
</tr>
<tr>
<td>0.0000004</td>
<td>B: 256 (100%)  A: 386 (100%)  C: 454 (100%)</td>
</tr>
<tr>
<td>0.0000005</td>
<td>A: 153 (100%)  B: 0 (100%)  C: 449 (100%)</td>
</tr>
<tr>
<td>0.0000007</td>
<td>A: 153 (100%)  B: 0 (100%)  C: 443 (100%)</td>
</tr>
<tr>
<td>0.3408758</td>
<td>A: 153 (100%)  B: 0 (100%)  C: 0 (88%)</td>
</tr>
<tr>
<td>0.7910204</td>
<td>B: 0 (88%)  A: 0 (100%)  C: 0 (88%)</td>
</tr>
</tbody>
</table>

Table 1  
Transition-points (significance of $\alpha$: 1E-7). Bold figures mark points of change.

The entries in the columns show for each DMU the corresponding distance and the DEA efficiency of the chosen profile given $\alpha$. Figures in bold indicate changes for that specific transition-level. The small magnitude of $\alpha$ is due to the model-data and does not imply un-/importance.

Alternative A can be seen to be preferable for $\alpha$ in $[0.0000002; 0.0000005)$, whereas alternative B is dominant in all other cases. Alternative A can approximate the desired profile earlier than its two competitors, however, only up to a certain amount. Alternative C, however, never exceeds the two others. The table also reveals, that $\alpha$ had to be risen by an order of magnitude to force alternative A and C into the desired profile, at which point they were no longer DEA efficient.

Because alternative A and C were so close, with respect to URM, we conducted a sensitivity analysis. Here two random attributes in alternative C were increased in order to make alternative C by one point better than alternative A (with respect to URM). The experiments showed that there were no significant changes in the results of the profile distance method, especially in the figures illustrated above. This means, that even when the URM shows that alternative C is better than alternative A, the profile distance method reveals alternative C’s weaknesses with respect to its bad matching profile. Consequently, our proposed method showed its use to investigate alternatives with similar overall utility values by indicating that alternative A provides a better organizational fit than alternative C.

The ex-post MADM analysis provided here is based on the organization’s perception of software specific benefits only. As already indicated, in the real life setting the overall value of each alternative was complemented with a
separate vendor and cost specific evaluation. From the vendor perspective negative perceptions concerning customer responsiveness of supplier B, caused the company to exclude the corresponding system from their final choice set. Therefore, the project team had to decide between alternatives A and C, and due to cost advantages finally chose our would-be recommendation A.

6 Conclusions and further research

Although the analyzed company based their ERP decision making on a structured and methodical approach starting with a strategic assessment of their needs, their methodology showed limitations in the context of the given research issues. The case therefore provided us with an ideal setting to demonstrate the newly introduced profile distance method. The method utilizes the important concept of organizational fit, i.e. by exploring the distance to the desired product profile. It improves ranking, and identifies decisive selection criteria – all of which were not assessed appropriately by the company. Additionally, the method offers structural information with an intuitive meaningful graphical representation. These illustrations can help the decision maker to better understand system specific strengths and weaknesses or can serve as an impulse to reconsider the companies’ desired profile.

The proposed approach combines the merits of two prominent concepts, URM and DEA, individually applied in decision making while making up for a number of their limitations. In the URM the overall utility values can not be interpreted easily and they often are sensitive to small changes in the inputs. By analyzing distance metrics and exploring strengths and weaknesses with respect to a desired profile, the decision maker relaxes these URM specific limitations. The DEA limitations concerning no clear-cut ranking of alternatives or unrealistic (extreme) weighting schemes were also addressed.

As for any selection method, limitations concerning its application can be elements of the contextual setting of the IS investment, e.g. time frame, size, or involved stakeholder. This implies that IS projects have certain characteristics that influence the applicability of evaluation approaches. Although we believe that the proposed distance profile method can service a broad diversity of IS evaluation situations, we seek on the one hand to define the significant requirements with further case study applications resulting. In addition, we aim to transform our prototype implementation of the proposed methodology into a standardized software environment to allow decision makers and students to test the methodology more comprehensively. On the other hand, we seek to elaborate on the technical issues addressed in the basic model development in this publication. These issues comprise among others the discussion of different distance metrics and their global solving strategies beyond linear
programs.
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