Three-way Investment Decisions with Decision-theoretic Rough Sets
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Abstract
The decision-theoretic rough set model is adopted to derive a profit-based three-way approach to investment decision-making. A three-way decision is made based on a pair of thresholds on conditional probabilities. A positive rule makes a decision of investment, a negative rule makes a decision of non-investment, and a boundary rule makes a decision of deferment. Both cost functions and revenue functions are used to calculate the required two thresholds by maximizing conditional profit with the Bayesian decision procedure. A case study of oil investment demonstrates the proposed method.
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1. Introduction

As a methodology to deal with uncertain decision problems, rough set theory (RST) uses a pair of sets, the lower approximation and upper approximation, to describe a set representing instances of a concept. The lower approximation consists of those objects that certainly belong to the concept, and upper approximation consists of those objects that only possibly belong to the concept. The two approximations divide the universe into three pairwise disjoint regions: the positive region, boundary region and negative region. The positive region is given by the lower approximation, the boundary region by the difference of upper and lower approximations, and the negative region by the complement of the upper approximation.

Corresponding to the three regions, Yao introduces and studies the notion of three-way decisions, consisting of the positive, boundary and negative
2. Overview of Decision-theoretic Rough Sets

Basic concepts, notations and results of probabilistic rough sets as well as their extensions are briefly reviewed in this section.\(^5\,9\,11\,15\,19\,24\,25\,26\,27\,28\,29\,30\,38\) and Liu et al. summarize the two decades research on decision-theoretic rough sets.\(^9\)

Let \(U\) be a finite and nonempty set and \(R\) an equivalence relation on \(U\). The pair \(apr = (U/R)\) is called an approximation space. The equivalence relation \(R\) induces a partition of \(U\), denoted by \(U/R\). For a subset \(X \subseteq U\), its lower and upper approximations are defined by:

\[
apr(X) = \{x \in U | [x] \subseteq X\};
\]

\[
\overline{apr}(X) = \{x \in U | [x] \cap X \neq \emptyset\}. \tag{1}
\]

where \([x]\) is the equivalence class containing \(x\). Based on the rough set approximations of \(X\), one can divide the universe \(U\) into three pair-wise disjoint regions: the positive region \(POS(X)\), the boundary region \(BND(X)\), and the negative region \(NEG(X)\):

\[
POS(X) = apr(X);
\]

\[
BND(X) = \overline{apr}(X) - apr(X);
\]

\[
NEG(X) = U - \overline{apr}(X). \tag{2}
\]

A rule generated by an element \(x \in POS(X)\) implies that one can certainly accept \(x\) as a member of \(X\), the rule generated by an element \(x \in NEG(X)\) expresses the fact that one certainly reject \(x\) as a member of \(X\), and a rule generated by \(x \in BND(X)\) leads to a situation of undecidability. The structure of three disjoint regions motivates the three-way decision-making.

Let \(S = (U, A, V, f)\) be an information table. \(\forall x \in U, X \subseteq U\), let,

\[
Pr(X | [x]) = \frac{|x| \cap X}{|x|}, \tag{3}
\]

where \(|\cdot|\) stands for the cardinality of a set, and \(Pr(X | [x])\) denotes the conditional probability of the classification. This simple method for estimating the conditional probability based on the cardinalities of sets is used as an illustration. In general, one may consider other methods for estimating the probability more accurately.\(^28\)
Three-way Investment Decisions with DTRS

The decision-theoretic rough set model is composed of 2 states and 3 actions. The set of states is given by \( \Omega = \{X, X^c\} \), indicating that an element is in \( X \) and not in \( X \), respectively. For simplicity, we use the same symbol to denote both a subset \( X \) and the corresponding state. With respect to the three-way decision, the set of actions is given by \( \mathcal{A} = \{P, B, N\} \), where \( P, B, \) and \( N \) represent the three actions in classifying an object \( x \), namely, deciding \( x \in \text{POS}(X) \), deciding \( x \in \text{BND}(X) \), and deciding \( x \in \text{NEG}(X) \), respectively. The loss function regarding the risk or cost of actions in different states is given by the \( 3 \times 2 \) matrix:

\[
\begin{array}{c|cc}
X & \lambda_{PP} & \lambda_{PN} \\
P & \lambda_{PP} & \lambda_{PN} \\
B & \lambda_{BN} & \lambda_{BN} \\
N & \lambda_{NN} & \lambda_{NN} \\
\end{array}
\]

In the matrix, \( \lambda_{PP}, \lambda_{BN} \) and \( \lambda_{NP} \) denote the losses incurred for taking actions \( P, B \) and \( N \), respectively, when an object belongs to \( X \). Similarly, \( \lambda_{PN}, \lambda_{BN} \) and \( \lambda_{NN} \) denote the losses incurred for taking the same actions when the object does not belong to \( X \).

Suppose \( \lambda_{PP} < \lambda_{BN} < \lambda_{NP} \), \( \lambda_{PN} \leq \lambda_{BN} < \lambda_{PN} \), by using of the Bayesian decision procedure,\(^1\) the \((\alpha, \beta)\)-probabilistic lower and upper approximations are defined as follows:

\[
apr_{(\alpha, \beta)}(X) = \{x \in U \mid \Pr(X \mid [x]) \geq \alpha\},
\]

\[
\bar{ap}r_{(\alpha, \beta)}(X) = \{x \in U \mid \Pr(X \mid [x]) > \beta\}. \quad (4)
\]

where

\[
\alpha = \frac{(\lambda_{PN} - \lambda_{BN})}{(\lambda_{PN} - \lambda_{BN}) + (\lambda_{BN} - \lambda_{PP})},
\]

\[
\beta = \frac{(\lambda_{BN} - \lambda_{NN})}{(\lambda_{BN} - \lambda_{NN}) + (\lambda_{NP} - \lambda_{BN})}. \quad (5)
\]

In the case with \( 0 \leq \beta < \alpha \leq 1 \) (see references \[28,29\] for condition on the loss function in \( \lambda \)), after tie-breaking, the three-way decision rules are given as follows:

- If \( \Pr(X \mid [x]) \geq \alpha \), decide \( x \in \text{POS}(X) \);
- If \( \beta < \Pr(X \mid [x]) < \alpha \), decide \( x \in \text{BND}(X) \);
- If \( \Pr(X \mid [x]) \leq \beta \), decide \( x \in \text{NEG}(X) \).

The three regions of rough set theory lead to three-way decisions.

The three-way perspective on the theory of rough sets makes it more applicable. The three regions may also be interpreted as the positive verification and negative verification of a hypothesis, as well as undecidability, based on a given piece of evidence.\(^19\) The notion of three-way decisions is related to many studies, such as hypothesis testing,\(^21\) medical decision-making,\(^10,14\) products inspecting process,\(^23\) documents classification,\(^8\) model selection criteria,\(^2,36\) environmental management,\(^3\) data packs selection,\(^20\) and email spam filtering,\(^34,35\)

When \( \alpha = 1, \beta = 0 \), the DTRS model becomes the standard Pawlak rough set model;\(^15\) when \( \alpha = \beta = 0.5 \), the DTRS model becomes the 0.5 probabilistic model;\(^17\) when \( \alpha = 1 - \beta \) and \( \alpha \in (0.5, 1) \), the DTRS model reduces to the VPRS model.\(^38\)

3. A Three-way Decision Model of Investment

Rough set theory has been successfully used in many domains, with different interpretations of the theory. In model construction, one focuses more on the syntax aspects. In applications, one considers algorithms, especially attribute reduction algorithms and rule generation algorithms. In this paper, we mainly focus on the semantics studies in investment decisions by using RST. In this section, a three-way decision approach is introduced for investment. The goal is to seek for the maximum expected profit. Profit is estimated from two aspects, revenue and cost; a good investment should have a higher revenue and a lower cost.

The well known Bayesian decision procedure can be explained as follows.\(^1\) Let \( \Omega = \{s_1, s_2, \ldots, s_m\} \) be a finite set of states, and let \( \mathcal{A} = \{a_1, a_2, \ldots, a_n\} \) be a finite set of possible actions. Let \( Pr(w_i \mid x) \) be the conditional probability of an object being in the state \( w_i \) given its description \( x \). Let \( \theta(a_j \mid w_i) \) denote the revenue, or gain; and \( \varphi(a_j \mid w_i) \) denote the cost, or loss for taking action \( a_j \) when the state is \( w_i \). For an object \( x \), suppose action \( a_j \) is taken. Since \( Pr(w_i \mid x) \) is the probability that the true state is \( w_i \) given \( x \), the expected difference between revenue and cost associated with taking action
\( a_j \) is given by the following formula:

\[
R(a_j|x) = \sum_{i=1}^{m} (\theta(a_j|w_i) - \phi(a_j|w_i)) Pr(w_i|x). \tag{6}
\]

The quantity \( R(a_j|x) \) is also called the conditional profit.

Given a description \( x \), a decision rule is function \( \tau(x) \) specifying which action to take. The overall profit is expressed as the sum of expected profit associated with a given rule. Since \( R(\tau(x)|x) \) is the conditional profit associated with action \( \tau(x) \). The overall profit is defined by:

\[
\mathcal{R} = \sum_{x \in U} R(\tau(x)|x)Pr(x), \tag{7}
\]

where the summation is over the set of all possible descriptions of objects. If \( \tau(x) \) is chosen so that \( R(a_j|x) \) is as big as possible for every \( x \), the overall profit \( \mathcal{R} \) is maximized. Thus, the Bayesian decision procedure can be formally states as follows. For every \( x \), compute the conditional profit \( R(a_j|x) \) for \( i = 1, 2, \ldots, n \) and select the action for which the conditional profit is maximum.

To apply the Bayesian decision procedure, the decision-theoretic rough set model starts from defining the three probabilistic regions from which the probabilistic approximations are defined. For investment decisions, the DTRS is slightly modified.

With respect to the three regions, the set of actions, the profit regarding the revenue and cost of classification actions with respect to different states are given by the \( 3 \times 2 \) matrix:

\[
\begin{array}{ccc}
X (P) & X^c (N) \\
\hline
a_P & \theta_{PP} - \phi_{PP} & \theta_{PN} - \phi_{PN} \\
a_B & \theta_{BP} - \phi_{BP} & \theta_{BN} - \phi_{BN} \\
a_N & \theta_{NP} - \phi_{NP} & \theta_{NN} - \phi_{NN} \\
\end{array}
\]

In the matrix, \( \theta_{PP} - \phi_{PP}, \theta_{BP} - \phi_{BP} \) and \( \theta_{NP} - \phi_{NP} \) denote the profits incurred for taking actions \( a_P, a_B \) and \( a_N \) when an object belongs to \( X \); and \( \theta_{PN} - \phi_{PN}, \theta_{BN} - \phi_{BN} \) and \( \theta_{NN} - \phi_{NN} \) denote the profits incurred for taking actions \( a_P, a_B \) and \( a_N \) when the object does not belong to \( X \). Let \( \lambda_{PP} = \theta_{PP} - \phi_{PP}, \lambda_{PN} = \theta_{PN} - \phi_{PN}, \lambda_{BN} = \theta_{BN} - \phi_{BN}, \lambda_{NN} = \theta_{NN} - \phi_{NN} \), we obtain the same results of DTRS. The separation of \( \lambda \) into a revenue function \( \theta \) and a cost function \( \phi \) makes it to be easily interpretable to an investment manager.

The expected profit associated with taking different actions for objects in \( x \) can be expressed as:

\[
\begin{align*}
\mathcal{R}(a_P|x) &= (\theta_{PP} - \phi_{PP})Pr(X|x) + (\theta_{PN} - \phi_{PN})Pr(X^c|x), \\
\mathcal{R}(a_B|x) &= (\theta_{BP} - \phi_{BP})Pr(X|x) + (\theta_{BN} - \phi_{BN})Pr(X^c|x), \\
\mathcal{R}(a_N|x) &= (\theta_{NP} - \phi_{NP})Pr(X|x) + (\theta_{NN} - \phi_{NN})Pr(X^c|x). \tag{8}
\end{align*}
\]

where the equivalence class \( x \) of \( x \) is viewed as description of \( x \). The Bayesian decision procedure suggests the following maximum-profit decision rules:

(P) If \( \mathcal{R}(a_P|x) \geq \mathcal{R}(a_B|x) \) and \( \mathcal{R}(a_P|x) \geq \mathcal{R}(a_N|x) \),

decide \( x \in \text{POS}(X) \);

(B) If \( \mathcal{R}(a_B|x) \geq \mathcal{R}(a_P|x) \) and \( \mathcal{R}(a_B|x) \geq \mathcal{R}(a_N|x) \),

decide \( x \in \text{BND}(X) \);

(N) If \( \mathcal{R}(a_N|x) \geq \mathcal{R}(a_P|x) \) and \( \mathcal{R}(a_N|x) \geq \mathcal{R}(a_B|x) \),

decide \( x \in \text{NEG}(X) \).

Since \( Pr(X|x) + Pr(X^c|x) = 1 \), we can simplify the rules by using only the probabilities \( Pr(X|x) \), the revenue function \( \theta \), and the cost function \( \phi \).

Consider a special revenue function with:

\[
\begin{align*}
\theta_{NP} < \theta_{BP} &\leq \theta_{PP}, \\
\theta_{PN} < \theta_{BN} &\leq \theta_{NN}. \tag{9}
\end{align*}
\]

That is, the revenue of classifying an object \( x \) belonging to \( X \) into the positive region POS\((X)\) is no less than the revenue of classifying \( x \) into the boundary region BND\((X)\), and both of these revenues are no less than the revenue of classifying \( x \) into the negative region NEG\((X)\). The reverse order of revenues are used for classifying an object not in \( X \).

Similarly, consider a special cost function with:

\[
\begin{align*}
\phi_{PP} \leq \phi_{BP} &< \phi_{NP}, \\
\phi_{NN} \leq \phi_{BN} &< \phi_{PN}. \tag{10}
\end{align*}
\]
That is, the cost of classifying an object $x$ belonging to $X$ into the positive region $\text{POS}(X)$ is no more than the loss of classifying $x$ into the boundary region $\text{BND}(X)$, and both of these costs are no more than the cost of classifying $x$ into the negative region $\text{NEG}(X)$. The reverse order of costs are used for classifying an object not in $X$.

Under conditions (c0) and (c1), we can simplify decision rules (P)-(N) as follows. For the rule (P), the first condition can be expressed as:

$$\mathcal{R}(a_p[x]) \geq \mathcal{R}(a_B[x]) \iff (\theta_{pp} - \varphi_{pp})Pr(X[x]) + (\theta_{PN} - \varphi_{PN})Pr(X^c[x]) \geq (\theta_{pp} - \varphi_{pp})Pr(X[x]) + (\theta_{BN} - \varphi_{BN})Pr(X^c[x]).$$

That is,

$$Pr(X[x]) \geq \frac{\theta_{BN} - \theta_{PN}}{\theta_{BN} - \theta_{PP}} + \frac{\varphi_{PN} - \varphi_{BN}}{\theta_{BN} - \theta_{PP}} + \frac{\varphi_{BP} - \varphi_{PP}}{\theta_{BN} - \theta_{PP}}$$

Similarly, the second condition of rule (P) can be expressed as:

$$\mathcal{R}(a_p[x]) \geq \mathcal{R}(a_N[x]) \iff (\theta_{PP} - \varphi_{PP})Pr(X[x]) + (\theta_{PN} - \varphi_{PN})Pr(X^c[x]) \geq (\theta_{PP} - \varphi_{PP})Pr(X[x]) + (\theta_{NN} - \varphi_{NN})Pr(X^c[x]).$$

That is,

$$Pr(X[x]) \geq \frac{\theta_{NN} - \theta_{PN}}{\theta_{NN} - \theta_{PP}} + \frac{\varphi_{PN} - \varphi_{NN}}{\theta_{NN} - \theta_{PP}} + \frac{\varphi_{BP} - \varphi_{PP}}{\theta_{NN} - \theta_{PP}}$$

The first condition of rule (B) is the converse of the first condition of rule (P). It follows,

$$\mathcal{R}(a_B[x]) \geq \mathcal{R}(a_P[x]) \iff (\theta_{BP} - \varphi_{BP})Pr(X[x]) + (\theta_{BN} - \varphi_{BN})Pr(X^c[x]) \geq (\theta_{BP} - \varphi_{BP})Pr(X[x]) + (\theta_{NN} - \varphi_{NN})Pr(X^c[x]).$$

That is,

$$Pr(X[x]) \leq \frac{\theta_{BN} - \theta_{BP}}{\theta_{BN} - \theta_{BP}} + \frac{\varphi_{BN} - \varphi_{BP}}{\theta_{BN} - \theta_{BP}} + \frac{\varphi_{BN} - \varphi_{BP}}{\theta_{BN} - \theta_{BP}}$$

For the second condition of rule (B), we have:

$$\mathcal{R}(a_B[x]) \geq \mathcal{R}(a_N[x]) \iff (\theta_{BP} - \varphi_{BP})Pr(X[x]) + (\theta_{BN} - \varphi_{BN})Pr(X^c[x]) \geq (\theta_{BP} - \varphi_{BP})Pr(X[x]) + (\theta_{NN} - \varphi_{NN})Pr(X^c[x]).$$

That is,

$$Pr(X[x]) \leq \frac{\theta_{BN} - \theta_{BP}}{\theta_{BN} - \theta_{BP}} + \frac{\varphi_{BN} - \varphi_{BP}}{\theta_{BN} - \theta_{BP}} + \frac{\varphi_{BN} - \varphi_{BP}}{\theta_{BN} - \theta_{BP}}$$

The first condition of rule (N) is the converse of the second condition of rule (P) and the second condition of rule (N) is the converse of the second condition of rule (B). It follows:

$$\mathcal{R}(a_N[x]) \geq \mathcal{R}(a_P[x]) \iff (\theta_{NP} - \varphi_{NP})Pr(X[x]) + (\theta_{NN} - \varphi_{NN})Pr(X^c[x]) \geq (\theta_{NP} - \varphi_{NP})Pr(X[x]) + (\theta_{PN} - \varphi_{PN})Pr(X^c[x]).$$

That is,

$$Pr(X[x]) \leq \frac{\theta_{NN} - \theta_{NP}}{\theta_{NN} - \theta_{NP}} + \frac{\varphi_{NP} - \varphi_{NN}}{\theta_{NN} - \theta_{NP}} + \frac{\varphi_{BP} - \varphi_{NP}}{\theta_{NN} - \theta_{NP}}$$

and

$$Pr(X[x]) \leq \frac{\theta_{NN} - \theta_{NP}}{\theta_{NN} - \theta_{NP}} + \frac{\varphi_{NP} - \varphi_{NN}}{\theta_{NN} - \theta_{NP}} + \frac{\varphi_{BP} - \varphi_{NP}}{\theta_{NN} - \theta_{NP}}$$

For convenience, we denote the three expressions in these conditions by the following three parameters:

$$\alpha = \frac{\theta_{BN} - \theta_{BP}}{\theta_{BN} - \theta_{BP}} + \frac{\varphi_{BN} - \varphi_{BP}}{\theta_{BN} - \theta_{BP}} + \frac{\varphi_{BP} - \varphi_{BN}}{\theta_{BN} - \theta_{BP}},$$

$$\beta = \frac{\theta_{PP} - \theta_{PP}}{\theta_{PP} - \theta_{PP}} + \frac{\varphi_{PP} - \varphi_{PP}}{\theta_{PP} - \theta_{PP}} + \frac{\varphi_{PP} - \varphi_{PP}}{\theta_{PP} - \theta_{PP}},$$

$$\gamma = \frac{\theta_{BN} - \theta_{BP}}{\theta_{BN} - \theta_{BP}} + \frac{\varphi_{BN} - \varphi_{BP}}{\theta_{BN} - \theta_{BP}} + \frac{\varphi_{BN} - \varphi_{BP}}{\theta_{BN} - \theta_{BP}}.$$ (11)

The decision rules (P)-(N) can be expressed concisely as:

- **(P)** If $Pr(X[x]) \geq \alpha$ and $Pr(X[x]) \geq \gamma$, decide $x \in \text{POS}(X)$;
- **(B)** If $Pr(X[x]) \leq \alpha$ and $Pr(X[x]) \geq \beta$, decide $x \in \text{BND}(X)$;
- **(N)** If $Pr(X[x]) \leq \beta$ and $Pr(X[x]) \leq \gamma$, decide $x \in \text{NEG}(X)$.

Each rule is defined by two out of the three parameters.

By setting $\alpha > \beta$, we can easily found the following condition on the revenue and cost functions:

$$\frac{(\theta_{BP} - \varphi_{BP}) + (\varphi_{BP} - \varphi_{NP})}{(\theta_{BN} - \theta_{BP}) + (\varphi_{BN} - \varphi_{BB}) + (\varphi_{BP} - \varphi_{NP})} > \frac{(\theta_{PP} - \varphi_{PP}) + (\varphi_{PP} - \varphi_{NP})}{(\theta_{BN} - \theta_{PP}) + (\varphi_{BN} - \varphi_{BN}) + (\varphi_{PP} - \varphi_{NP})}$$
From the inequality \( \frac{b}{d} > \frac{d}{c} \iff \frac{b + d}{a + c} > \frac{d}{c} \), \((a, b, c, d > 0)\), we have:

\[
\frac{(\theta_{BP} - \theta_{PP}) + (\lambda_{PP} - \lambda_{NP})}{(\theta_{BN} - \theta_{PN}) + (\lambda_{PN} - \lambda_{NN})} > \frac{(\theta_{PP} - \theta_{BP}) + (\lambda_{PP} - \lambda_{NP}) + (\theta_{BN} - \theta_{PN}) + (\lambda_{PN} - \lambda_{NN})}{(\theta_{BN} - \theta_{BP}) + (\lambda_{BN} - \lambda_{BN})}
\]

This implies that \( 0 \leq \beta < \gamma < \alpha \leq 1 \), and the parameter \( \gamma \) is no longer needed. In this case, after tie-breaking, the following simplified rules are obtained:

(P1) If \( P(\{X | [x]\} \geq \alpha) \), decide \( x \in \text{POS}(X) \);

(B1) If \( \beta \leq \gamma < \alpha \leq 1 \), decide \( x \in \text{BND}(X) \);

(N1) If \( P(\{X | [x]\} \leq \beta) \), decide \( x \in \text{NEG}(X) \).

The proposed model is a natural application and extension of DTRS.

As two special cases of the model, one may consider either the revenue function or the cost function. For the revenue only model, we have:

\[
\alpha' = \frac{(\theta_{BN} - \theta_{PN})}{(\theta_{BN} - \theta_{PN}) + (\theta_{PP} - \theta_{BP})},
\]

\[
\beta' = \frac{(\theta_{NN} - \theta_{BN})}{(\theta_{NN} - \theta_{BN}) + (\theta_{BP} - \theta_{NP})}.
\]

For the cost only model, we have:

\[
\alpha'' = \frac{(\varphi_{PN} - \varphi_{BN})}{(\varphi_{PN} - \varphi_{BN}) + (\varphi_{BP} - \varphi_{PP})},
\]

\[
\beta'' = \frac{(\varphi_{BN} - \varphi_{NN})}{(\varphi_{BN} - \varphi_{NN}) + (\varphi_{NP} - \varphi_{BP})}.
\]

Note that in the profit \( 3 \times 2 \) matrix in Section 3, some of the values may be less than 0. It is reasonable to impose that the expected value of profit must be more than 0 in any realistic investment. By equation (6), we can directly make the following decisions without further computing:

(P2) If \( \theta_{PP} - \varphi_{PP} \leq 0 \) and \( \theta_{PN} - \varphi_{PN} \leq 0 \),

\( \mathcal{R}(a_{P}[x]) \leq 0 \), we decide \( x \notin \text{POS}(X) \);

(B2) If \( \theta_{BP} - \varphi_{BP} \leq 0 \) and \( \theta_{BN} - \varphi_{BN} \leq 0 \),

\( \mathcal{R}(a_{B}[x]) \leq 0 \), we decide \( x \notin \text{BND}(X) \);

(N2) If \( \theta_{NP} - \varphi_{NP} \leq 0 \) and \( \theta_{NN} - \varphi_{NN} \leq 0 \),

\( \mathcal{R}(a_{N}[x]) \leq 0 \), we decide \( x \notin \text{NEG}(X) \).

They represent additional semantics in investment decision. We can automatically obtain the threshold values \( \alpha \) and \( \beta \) by using equation (11) and immediately generate three-way decision rules.

4. A Case Study of Oil Investment

In this section, we illustrate the proposed model by a case study of the investment decision-making in oil exploration.

In a practical investment problem, whether executes a project or not is determined by the profit, which is called expected monetary value (EMV) in oil industry.\(^\text{13}\) The EMV of an oil exploration project is based on two possible outcomes: no oil discovery and oil discovery. When no oil is discovered, the EMV of the project is negative, and vice versa.\(^\text{33}\) The EMV usually depends on two aspects: one is the revenue, including oil reserves, the output at end of project, etc.; the other is the cost, including the exploration costs, the development costs, the prior investment fee, the opportunity cost, etc. One method to deal with this investment problem is to use decision tree to choose a project for which EMV is maximum, and the final decision is composed of drilling and not drilling. Methodologies based of preference theory, portfolio theory and option theory are also introduced to solve investment appraisal problem in the upstream oil industry.\(^\text{12}\)

Yusgiantoro and Hsiao point out that there are three classifications for all oilfields: (i) a high potential basin, which is poorly explored and requires exploration and exploitation; (ii) a fair potential basin which contains marginal oil reserves and requires intensive exploration; and (iii) poor potential hydrocarbon, which may or may not contain oil.
reserves. This classification may be helpful in obtaining the revenue and cost functions. Macmillan argues that the oil investment decides should divide into three parts: drill, don’t drill, and to defer a decision by acquiring seismic data. With the insights gained from these studies, we use the three-way decision model proposed in Section 3 to solve the problem.

We have a set of 2 states and a set of 3 actions for oil investment. The set of states is given by \( \Omega = \{X, X^c\} \) indicating that an oilfield has oil and does not have oil, respectively. With respect to the three-way decision, the set of actions is given by \( \mathcal{A} = \{a_P, a_B, a_N\} \), where \( a_P \), \( a_B \), and \( a_N \) represent investment, need further analysis and do not invest, respectively. There are 12 parameters in the model. \( \theta_{PP}, \theta_{BN}, \theta_{NP} \) and \( \phi_{PP}, \phi_{BP}, \phi_{NP} \) denote the revenues and costs incurred for taking actions of investment, need further analysis and do not invest when an oilfield has oil; \( \theta_{PN}, \theta_{BN}, \theta_{NN} \) and \( \phi_{PN}, \phi_{BN}, \phi_{NN} \) denote the revenues and costs incurred for taking actions of investment, need further analysis and do not invest when a field does not have oil; \( \phi_{PP} \leq \phi_{BP} < \phi_{NP} \) and \( \phi_{NN} \leq \phi_{BN} < \phi_{PN} \).

Table 1 shows the revenues and costs for eight types of oilfield. The values in the table reflect the following semantics considerations:

- The quantity \( \theta_{\bullet P} \) is the revenues of reserves or output of oil; \( \theta_{NP} = 0 \) when the project is not executed.
- The quantity \( \theta_{\bullet N} \) is the revenues when the oilfield does not have oil. Following the idea of opportunity cost in economics, namely, a person can just do one thing at one time, we consider the revenues/costs of a particular project versus other projects. The quantity \( \theta_{PN} \) denotes the choice of investment, whose revenue is zero; \( \theta_{BN} \) and \( \theta_{NN} \) denote the revenue from another project instead of the oil project.

From equation (11), we can directly compute the thresholds \( \alpha \) and \( \beta \) for each oilfield in Table 1. The results are summarized in Table 2.

Table 2. Values of \( \alpha \) and \( \beta \) for eight types of oilfield

<table>
<thead>
<tr>
<th>Oil</th>
<th>( \alpha )</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( o_1 )</td>
<td>0.3333</td>
<td>0.2000</td>
</tr>
<tr>
<td>( o_2 )</td>
<td>0.4000</td>
<td>0.1667</td>
</tr>
<tr>
<td>( o_3 )</td>
<td>0.4194</td>
<td>0.3043</td>
</tr>
<tr>
<td>( o_4 )</td>
<td>0.5217</td>
<td>0.4615</td>
</tr>
<tr>
<td>( o_5 )</td>
<td>0.4583</td>
<td>0.3810</td>
</tr>
<tr>
<td>( o_6 )</td>
<td>0.3846</td>
<td>0.2500</td>
</tr>
<tr>
<td>( o_7 )</td>
<td>0.6471</td>
<td>0.6154</td>
</tr>
<tr>
<td>( o_8 )</td>
<td>0.2000</td>
<td>0.1111</td>
</tr>
</tbody>
</table>

It can be seen that different pairs of thresholds are obtained for different types of oilfield. Suppose now that \( Pr(X|o_i) = 0.35 \) for all \( o_i \in O \). By
Table 3. The decision rules when the conditional probability changes

| Pr(X|o_i) | POS(X)       | BND(X)       | NEG(X)       |
|---------|--------------|--------------|--------------|
| 0.00    | ∅            | ∅            | {o_1, o_2, o_3, o_4, o_5, o_6, o_7, o_8} |
| 0.05    | ∅            | ∅            | {o_1, o_2, o_3, o_4, o_5, o_6, o_7, o_8} |
| 0.10    | ∅            | ∅            | {o_1, o_2, o_3, o_4, o_5, o_6, o_7, o_8} |
| 0.15    | ∅            | ∅            | {o_1, o_2, o_3, o_4, o_5, o_6, o_7, o_8} |
| 0.20    | {o_8}        | {o_2}        | {o_1, o_2, o_3, o_4, o_5, o_6, o_7} |
| 0.25    | {o_8}        | {o_1, o_2}   | {o_1, o_2, o_3, o_4, o_5, o_6, o_7} |
| 0.30    | {o_8}        | {o_1, o_2, o_6} | {o_1, o_2, o_3, o_4, o_5, o_6, o_7} |
| 0.35    | {o_1, o_8}   | {o_2, o_3, o_6} | {o_1, o_8} |
| 0.40    | {o_1, o_2, o_3, o_6, o_8} | {o_3, o_5} | {o_4, o_7} |
| 0.45    | {o_1, o_2, o_3, o_6, o_8} | {o_3, o_5} | {o_4, o_7} |
| 0.50    | {o_1, o_2, o_3, o_5, o_6, o_8} | {o_4} | {o_7} |
| 0.55    | {o_1, o_2, o_3, o_5, o_6, o_8} | {o_4} | {o_7} |
| 0.60    | {o_1, o_2, o_3, o_5, o_6, o_8} | {o_4} | {o_7} |
| 0.65    | {o_1, o_2, o_3, o_5, o_6, o_7, o_8} | {o_4} | {o_7} |
| 0.70    | {o_1, o_2, o_3, o_5, o_6, o_7, o_8} | {o_4} | {o_7} |
| 0.75    | {o_1, o_2, o_3, o_5, o_6, o_7, o_8} | {o_4} | {o_7} |
| 0.80    | {o_1, o_2, o_3, o_4, o_5, o_6, o_7, o_8} | {o_4} | {o_7} |
| 0.85    | {o_1, o_2, o_3, o_4, o_5, o_6, o_7, o_8} | {o_4} | {o_7} |
| 0.90    | {o_1, o_2, o_3, o_4, o_5, o_6, o_7, o_8} | {o_4} | {o_7} |
| 0.95    | {o_1, o_2, o_3, o_4, o_5, o_6, o_7, o_8} | {o_4} | {o_7} |
| 1.00    | {o_1, o_2, o_3, o_4, o_5, o_6, o_7, o_8} | {o_4} | {o_7} |

The decision-theoretic rough set model and broaden its applications in investment decision-making.

5. Conclusions

A three-way decision approach is introduced into investment based on the decision-theoretic rough set model. The three-way rules generated by the positive, boundary and negative regions represent the decisions of investment, deferment, and non-investment. Based on a pair of a revenue function and a cost function, the Bayesian decision procedure is used to systematically compute the required parameters. An example of oil investment is used to show the difference between the three different types of rules. Our results enhance an understanding of
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