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Abstract

Consider the estimation of a signal $x \in \mathbb{R}^N$ from noisy observations $r = x + z$, where the input $x$ is generated by an independent and identically distributed (i.i.d.) Gaussian mixture source, and $z$ is additive white Gaussian noise (AWGN) in parallel Gaussian channels. Typically, the $\ell_2$-norm error (squared error) is used to quantify the performance of the estimation process. In contrast, we consider the $\ell_\infty$-norm error (worst case error). For this error metric, we prove that, in an asymptotic setting where the signal dimension $N \to \infty$, the $\ell_\infty$-norm error always comes from the Gaussian component that has the largest variance, and the Wiener filter asymptotically achieves the optimal expected $\ell_\infty$-norm error. The i.i.d. Gaussian mixture case is easily applicable to i.i.d. Bernoulli-Gaussian distributions, which are often used to model sparse signals. Finally, our results can be extended to linear mixing systems with i.i.d. Gaussian mixture inputs, in settings where a linear mixing system can be decoupled to parallel Gaussian channels.
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I. INTRODUCTION

A. Motivation

The Gaussian distribution is widely used to describe the probability densities of various types of data, owing to its advantageous mathematical properties [3]. It has been shown that non-Gaussian distributions can often be sufficiently approximated by an infinite mixture of Gaussians [4], so that the mathematical advantages of the Gaussian distribution can be leveraged when discussing non-Gaussian signals [4–8]. In practice, signals are
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often contaminated by noise during sampling or transmission, and therefore estimation of signals from their noisy observations are needed. Most estimation methods evaluate the performance by the ubiquitous $\ell_2$-norm error\footnote{https://doi.org/10.1016/0020-0255(94)90020-0} (squared error). However, there are applications where other error metrics may be preferred\footnote{https://doi.org/10.1109/TIT.2010.2044620}. For example, the $\ell_2$ error is sensitive to outliers, and in problems such as image denoising it may be better to optimize for alternative error metrics, such as mean absolute error, that place greater emphasis on typical signal values.

In this correspondence, our interest in the $\ell_\infty$-norm error is motivated by applications including wireless communications\footnote{https://doi.org/10.1109/TAES.2009.938015}, group testing\footnote{https://doi.org/10.1109/TIT.2010.2044620} and trajectory planning in control systems\footnote{https://doi.org/10.1109/TSMC.2010.2044620}, where we want to decrease the worst-case sensitivity to noise.

**B. Problem setting**

In this correspondence, our main focus is on parallel Gaussian channels, and the results can be extended to linear mixing systems. In both settings, the input $x \in \mathbb{R}^N$ is generated by an independent and identically distributed (i.i.d.) Gaussian mixture source,

$$
x_i \sim \sum_{k=1}^{K} s_k \cdot \mathcal{N}(\mu_k, \sigma_k^2) = \sum_{k=1}^{K} s_k \frac{\exp(-\frac{(x_i - \mu_k)^2}{2\sigma_k^2})}{\sqrt{2\pi\sigma_k^2}},$$

where the subscript $(\cdot)_i$ denotes the $i$-th component of a sequence (or a vector), $\mu_1, \mu_2, \ldots, \mu_K$ (respectively, $\sigma_1^2, \sigma_2^2, \ldots, \sigma_K^2$) are the means (respectively, variances) of the Gaussian components, and $0 < s_1, s_2, \ldots, s_K < 1$ are the probabilities of the $K$ Gaussian components. Note that $\sum_{k=1}^{K} s_k = 1$. A special case of the Gaussian mixture is Bernoulli-Gaussian,

$$
x_i \sim s \cdot \mathcal{N}(\mu_x, \sigma_x^2) + (1 - s) \cdot \delta(x_i),$$

for some $0 < s < 1$, $\mu_x$, and $\sigma_x^2$, where $\delta(\cdot)$ is the delta function\footnote{https://doi.org/10.1109/TIT.2010.2044620}. The zero-mean Bernoulli-Gaussian model is often used in sparse signal processing\footnote{https://doi.org/10.1109/TIT.2010.2044620, https://doi.org/10.1109/TIT.2010.2044620, https://doi.org/10.1109/TIT.2010.2044620, https://doi.org/10.1109/TIT.2010.2044620, https://doi.org/10.1109/TIT.2010.2044620}.

In parallel Gaussian channels\footnote{https://doi.org/10.1109/TIT.2010.2044620, https://doi.org/10.1109/TIT.2010.2044620}, we consider

$$
r = x + z,$$

where $r, x, z \in \mathbb{R}^N$ are the output signal, the input signal, and the additive white Gaussian noise (AWGN), respectively. The AWGN channel can be described by the conditional distribution

$$
f_{R|X}(r|x) = \prod_{i=1}^{N} f_{R_i|X}(r_i|x_i) = \prod_{i=1}^{N} \frac{1}{\sqrt{2\pi\sigma_z^2}} \exp\left(-\frac{(r_i - x_i)^2}{2\sigma_z^2}\right),$$

where $\sigma_z^2$ is the variance of the Gaussian noise.

In a linear mixing system\footnote{https://doi.org/10.1109/TIT.2010.2044620, https://doi.org/10.1109/TIT.2010.2044620, https://doi.org/10.1109/TIT.2010.2044620, https://doi.org/10.1109/TIT.2010.2044620}, we consider

$$
w = \Phi x,$$

the measurement matrix $\Phi \in \mathbb{R}^{M \times N}$ is sparse and its entries are i.i.d. Because each component of the measurement vector $w \in \mathbb{R}^M$ is a linear combination of the components of $x$, we call the system (5) a linear mixing system. The
measurements \( w \) are passed through a bank of separable scalar channels characterized by conditional distributions

\[
f_{Y|W}(y|w) = \prod_{i=1}^{M} f_{Y_i|W_i}(y_i|w_i),
\]

where \( y \in \mathbb{R}^M \) are the channel outputs. However, unlike the parallel Gaussian channels (4), the channels (6) of the linear mixing system are not restricted to Gaussian [15, 17, 18].

Our goal is to estimate the original input signal \( x \) either from the parallel Gaussian channel outputs \( r \) in (3) or from the linear mixing system outputs \( y \) and the measurement matrix \( \Phi \) in (5) and (6). To evaluate how accurate the estimation process is, we quantify the \( \ell_\infty \)-norm error between \( x \) and its estimate \( \hat{x} \),

\[
\| \hat{x} - x \|_\infty = \max_{i \in \{1, \ldots, N\}} | \hat{x}_i - x_i |
\]

this error metric helps prevent any significant errors during the estimation process. The estimator that minimizes the expected value of \( \| \hat{x} - x \|_\infty \) is called the minimum mean \( \ell_\infty \)-norm error estimator. We denote this estimator by \( \hat{x}_{\ell_\infty} \), which can be expressed as

\[
\hat{x}_{\ell_\infty} = \arg \min_{\hat{x}} E [ \| \hat{x} - x \|_\infty ].
\]

\( C. \) Related work

Gaussian mixtures are widely used to model various types of signals, and a number of signal estimation methods have been introduced to take advantage of the Gaussian mixture distribution. For example, an infinite Gaussian mixture model was proposed in [4] to represent real data such as images, and a denoising scheme based on local linear estimators was developed to estimate the original data. A similar algorithm based on an adaptive Wiener filter was applied to denoise X-ray CT images [6], where a Gaussian mixture model was utilized. However, these works only quantified the \( \ell_2 \)-norm error of the denoising process. Signal estimation problems with \( \ell_\infty \)-norm error have not been well-explored, but there have been studies on general properties of the \( \ell_\infty \)-norm. For example, in Clark [21], the author developed a deductive method to calculate the distribution of the greatest element in a finite set of random variables; and Indyk [22] discussed how to find the nearest neighbor of a point while taking the \( \ell_\infty \)-norm distance into consideration.

\( D. \) Contributions

In this correspondence, we study the estimator that minimizes the \( \ell_\infty \)-norm error in parallel Gaussian channels in an asymptotic setting where the signal dimension \( N \to \infty \). We prove that, when estimating an input signal that is generated by an i.i.d. Gaussian mixture source, the \( \ell_\infty \)-norm error always comes from the Gaussian component that has the largest variance. Therefore, the well-known Wiener filter achieves the minimum mean \( \ell_\infty \)-norm error.

The Wiener filter is a simple linear function that is applied to the channel outputs, where the multiplicative constant of the linear function is computed by considering the greatest variance of the Gaussian mixture components (1) and the variance of the channel noise. Moreover, the Wiener filter can be applied to linear mixing systems defined
in (5) and (6) to minimize the $\ell_\infty$-norm error, based on settings where a linear mixing system can be decoupled to parallel Gaussian channels [17, 18, 23–27].

The remainder of the correspondence is arranged as follows. We provide our main results and discuss their applications in Section II. Proofs of the main results appear in Section III, while Section IV concludes.

II. MAIN RESULTS

For parallel Gaussian channels (3), the minimum mean squared error estimator, denoted by $\hat{x}_{\ell_2}$, is achieved by the conditional expectation $E[x|r]$. If the input signal $x$ is i.i.d. Gaussian (not a Gaussian mixture), i.e., $x_i \sim N(\mu_x, \sigma^2_x)$, then the estimate

$$\hat{x}_{\ell_2} = E[x|r] = \frac{\sigma^2_x}{\sigma^2_x + \sigma^2_z}(r - \mu_x) + \mu_x$$

achieves the minimum mean squared error, where $\sigma^2_z$ is the variance of the Gaussian noise $z$ in (3), and we use the convention that adding a scalar to (respectively, subtracting a scalar from) a vector means adding this scalar to (respectively, subtracting this scalar from) every component of the vector. This format in (8) is called the Wiener filter in signal processing [28]. It has been shown by Sherman [29, 30] that, besides the $\ell_2$-norm error, the linear Wiener filter is also optimal for all $\ell_p$-norm errors ($p \geq 1$), including the $\ell_\infty$-norm error. Surprisingly, we find that, if the input signal is generated by an i.i.d. Gaussian mixture source, then the Wiener filter asymptotically minimizes the expected $\ell_\infty$-norm error.

Before providing the result for the Gaussian mixture input case, which is mathematically involved, we begin with an analysis of the simpler Bernoulli-Gaussian input case.

**Theorem 1.** In parallel Gaussian channels (3), if the input signal $x$ is generated by an i.i.d. Bernoulli-Gaussian source defined in (2), then the Wiener filter

$$\hat{x}_{W,BG} = \frac{\sigma^2_x}{\sigma^2_x + \sigma^2_z}(r - \mu_x) + \mu_x$$

asymptotically achieves the minimum mean $\ell_\infty$-norm error. More specifically,

$$\lim_{N \to \infty} \frac{E[\|x - \hat{x}_{W,BG}\|_\infty]}{E[\|x - \hat{x}_{\ell_\infty}\|_\infty]} = 1,$$

where $\hat{x}_{\ell_\infty}$ satisfies (7).

Theorem 1 is proved in Section III-A. The proof combines concepts in typical sets [31] and a result by Gnedenko [32], which provided asymptotic properties of the maximum of a Gaussian sequence. The main idea of the proof is to show that with overwhelming probability the maximum absolute error satisfies $\|x - \hat{x}\|_\infty = |x_i - \hat{x}_i|$, where $i \in I = \{i : x_i \sim N(\mu_x, \sigma^2_x)\}$, i.e., $I$ is the index set that includes all the Gaussian components of the vector $x$, and excludes all the zero components of $x$. Therefore, minimizing $\|x - \hat{x}\|_\infty$ is equivalent to minimizing $\|\hat{x}_I - \hat{x}_I\|_\infty$, where $(\cdot)_I$ denotes a subvector with entries in the index set $I$. Because the vector $\hat{x}_I$ is i.i.d. Gaussian, the Wiener filter minimizes $\|\hat{x}_I - \hat{x}_I\|_\infty$ [29, 30]; hence the Wiener filter minimizes $\|x - \hat{x}\|_\infty$
with overwhelming probability. On the other hand, the cases where \( \| x - \hat{x} \|_\infty = |x_i - \hat{x}_i| \) and \( i \notin \mathcal{I} \) are rare, the mean \( \ell_\infty \)-norm error of the Wiener filter barely increases, and so the Wiener filter asymptotically minimizes the expected \( \ell_\infty \)-norm error.

Having discussed the Bernoulli-Gaussian case, let us proceed to the Gaussian mixture case defined in (1). Here the maximum absolute error between \( x \) and the estimate \( \hat{x} \) satisfies \( \| x - \hat{x} \|_\infty = |x_i - \hat{x}_i| \), where \( i \in \mathcal{I}' = \{ i : x_i \sim \mathcal{N}(\mu_m, \sigma_m^2) \} \), and \( m = \arg \max_{k \in \{1, 2, \ldots, K\}} \sigma_k^2 \). That is, the maximum absolute error between \( x \) and \( \hat{x} \) lies in an index that corresponds to the Gaussian mixture component with greatest variance.

**Theorem 2.** In parallel Gaussian channels (3), if the input signal \( x \) is generated by an i.i.d. Gaussian mixture source defined in (1), then the Wiener filter

\[
\hat{x}_{W,GM} = \frac{\sigma_m^2}{\sigma_m^2 + \sigma_z^2} (r - \mu_m) + \mu_m
\]  

asymptotically achieves the minimum mean \( \ell_\infty \)-norm error, where \( m = \arg \max_{k \in \{1, 2, \ldots, K\}} \sigma_k^2 \). More specifically,

\[
\lim_{N \to \infty} \frac{E[\| x - \hat{x}_{W,GM} \|_\infty]}{E[\| x - \hat{x}_\infty \|_\infty]} = 1,
\]

where \( \hat{x}_\infty \) satisfies (7).

The proof of Theorem 2 is given in Section III-B.

**Remark.** Theorems 1 and 2 can be extended to linear mixing systems. We consider a linear mixing system defined in (5), where the matrix \( \Phi \in \mathbb{R}^{M \times N} \) is i.i.d. sparse, and let \( \Gamma \) denote the average number of nonzeros in each row of \( \Phi \). It has been shown [15, 17, 18, 23–27] that, in a large-sparse-limit where \( M, N, \Gamma \to \infty \) with \( M/N \to \beta < \infty \) for some constant \( \beta \) and \( \Gamma = o(N^{1/2}) \), a linear mixing system (5) and (6) can be decoupled to an equivalent set of parallel Gaussian channels, \( q = x + v \) where \( v \in \mathbb{R}^N \) is the equivalent Gaussian noise, and \( q \in \mathbb{R}^N \) are the outputs of the decoupled parallel Gaussian channels. The statistical properties of the noise \( v \) are characterized by Tanaka’s fixed point equation [23–25, 33]. Therefore, when the input signal \( x \) is generated by an i.i.d. Gaussian mixture source, by applying the Wiener filter to \( q \), we can obtain the estimate that minimizes the \( \ell_\infty \)-norm error of the signal estimation process.

### III. Proofs

**A. Proof of Theorem 1**

Two error patterns: We begin by defining two error patterns. Consider parallel Gaussian channels (3), where the input signal \( x_i \sim s \cdot \mathcal{N}(\mu_x, \sigma_x^2) + (1 - s) \cdot \delta(x_i) \) for some \( s \), and the noise \( z_i \sim \mathcal{N}(0, \sigma_z^2) \). The Wiener filter (linear estimator) for the Bernoulli-Gaussian input is \( \hat{x}_{W,BG} = \frac{\sigma_x^2}{\sigma_x^2 + \sigma_z^2} (r - \mu_x) + \mu_x \). Let \( \mathcal{I} \) denote the index set where \( x_i \sim \mathcal{N}(\mu_x, \sigma_x^2) \), and let \( \mathcal{J} \) denote the index set where \( x_j \sim \delta(x_j) \). We define two types of error patterns: (i) for

\[
i \in \mathcal{I} \equiv \{ i : x_i \sim \mathcal{N}(\mu_x, \sigma_x^2) \},
\]

...
the error is
\[ e_i \triangleq \hat{x}_{WB,i} - x_i = \frac{\sigma_x^2 \sigma_z^2}{\sigma_x^2 + \sigma_z^2} \cdot (r_i - \mu_x) + \mu_x - x_i \sim \mathcal{N} \left( 0, \frac{\sigma_x^2 \sigma_z^2}{\sigma_x^2 + \sigma_z^2} \right), \]
where we remind readers that \( \hat{x}_{WB,i} \) denotes the \( i \)-th component of the vector \( \hat{x}_{WB} \) in (9); and (ii) for \[ j \in \mathcal{J} \triangleq \{ j : x_j \sim \delta(x_j) \}, \]
the error is
\[ \tilde{e}_j \triangleq \hat{x}_{WB,j} - x_j = \frac{\sigma_x^2 \sigma_z^2}{\sigma_x^2 + \sigma_z^2} \cdot (r_i - \mu_x) + \mu_x - 0 \sim \mathcal{N} \left( \frac{\sigma_x^2 \sigma_z^2}{\sigma_x^2 + \sigma_z^2} \mu_x, \frac{\sigma_x^4 \sigma_z^2}{(\sigma_x^2 + \sigma_z^2)^2} \right). \]

**Lemma 1.** Suppose \( u_i \) is an i.i.d. Gaussian sequence of length \( N \), \( u_i \sim \mathcal{N}(\mu, \sigma^2) \) for \( i \in \{1, 2, \ldots, N\} \), then \( \max_{1 \leq i \leq N} \frac{|u_i|}{\sqrt{2\sigma^2 \ln(N)}} \) converges to 1 in probability. That is,
\[ \lim_{N \to \infty} \Pr \left( \left| \max_{1 \leq i \leq N} \frac{|u_i|}{\sqrt{2\sigma^2 \ln(N)}} - 1 \right| < \Delta \right) = 1, \quad (11) \]
for any \( \Delta > 0 \).

Lemma 1 is proved in Section III-C.

Before applying Lemma 1, we define a set \( A_\epsilon \) of possible inputs \( x \) such that the numbers of components in the sets \( \mathcal{I} \) and \( \mathcal{J} \) both go to infinity as \( N \to \infty \),
\[ A_\epsilon \triangleq \left\{ x : \left| \frac{|\mathcal{I}|}{N} - s \right| < \epsilon \right\}, \quad (12) \]
where \( \epsilon > 0 \) and \( \epsilon \to 0 \) (namely, \( \epsilon \to 0^+ \)) as a function of signal dimension \( N \), and \( |\mathcal{I}| \) denotes the cardinality of the set \( \mathcal{I} \). The definition of \( A_\epsilon \) suggests that \( \left| \frac{|\mathcal{I}|}{N} - (1 - s) \right| < \epsilon \) and \( |\mathcal{I}| + |\mathcal{J}| = N \). Therefore, if \( x \in A_\epsilon \), then \( |\mathcal{I}|, |\mathcal{J}| \to \infty \) as \( N \to \infty \).

Now we are ready to evaluate \( \max_{i \in \mathcal{I}} |e_i| \) and \( \max_{j \in \mathcal{J}} |\tilde{e}_j| \). For i.i.d. Gaussian random variables \( e_i \sim \mathcal{N}(0, \frac{\sigma_x^2 \sigma_z^2}{\sigma_x^2 + \sigma_z^2}) \), where \( i \in \mathcal{I} \), the equality (11) in Lemma 1 becomes
\[ \lim_{N \to \infty} \Pr \left( \left| \max_{i \in \mathcal{I}} \frac{|e_i|}{\sqrt{2 \cdot \frac{\sigma_x^2 \sigma_z^2}{\sigma_x^2 + \sigma_z^2} \cdot \ln(|\mathcal{I}|)}} - 1 \right| < \Delta \right| x \in A_\epsilon \right) = 1, \quad (13) \]
for any \( \Delta > 0 \). For i.i.d. Gaussian random variables \( \tilde{e}_j \), where \( j \in \mathcal{J} \), the equality (11) becomes
\[ \lim_{N \to \infty} \Pr \left( \left| \max_{j \in \mathcal{J}} \frac{|\tilde{e}_j|}{\sqrt{2 \cdot \frac{\sigma_x^4 \sigma_z^2}{(\sigma_x^2 + \sigma_z^2)^2} \cdot \ln(|\mathcal{J}|)}} - 1 \right| < \Delta \right| x \in A_\epsilon \right) = 1, \quad (14) \]
for any \( \Delta > 0 \).

Equations (13) and (14) suggest that
\[ \lim_{N \to \infty} E \left[ \frac{\max_{i \in \mathcal{I}} |e_i|}{\sqrt{2 \cdot \frac{\sigma_x^2 \sigma_z^2}{\sigma_x^2 + \sigma_z^2} \cdot \ln(|\mathcal{I}|)}} \right] \left| x \in A_\epsilon \right] = 1. \]
and
\[
\lim_{N \to \infty} E \left[ \frac{\max_{j \in \mathcal{J}} |\bar{e}_j|}{\sqrt{2 \cdot \frac{\sigma_j^2 \sigma^2}{(\sigma_j^2 + \sigma^2)^2} \cdot \ln(|\mathcal{J}|)}} \right] x \in A_e = 1,
\]
which yield
\[
\lim_{N \to \infty} E \left[ \frac{\max_{i \in I} |e_i|}{\sqrt{\ln(N)}} \right] x \in A_e = 1
\]
and
\[
\lim_{N \to \infty} E \left[ \frac{\max_{j \in \mathcal{J}} |\bar{e}_j|}{\sqrt{\ln(N)}} \right] x \in A_e = \lim_{N \to \infty} \sqrt{2 \cdot \frac{\sigma_j^2 \sigma^2}{(\sigma_j^2 + \sigma^2)^2} \cdot \ln(|\mathcal{J}|)}.
\]

According to the definition of \(A_e\), where \(s\) is a constant, and \(\epsilon \to 0^+\),
\[
N(s - \epsilon) < |Z| < N(s + \epsilon) \quad \text{and} \quad N(1 - s - \epsilon) < |\mathcal{J}| < N(1 - s + \epsilon),
\]
and thus
\[
\lim_{N \to \infty} \sqrt{\frac{\ln(N)}{\ln(|\mathcal{J}|)}} = 1 \quad \text{and} \quad \lim_{N \to \infty} \sqrt{\frac{\ln(|\mathcal{J}|)}{\ln(N)}} = 1.
\]

Finally, equations (15) and (16) become
\[
\lim_{N \to \infty} E \left[ \frac{\max_{i \in I} |e_i|}{\sqrt{\ln(N)}} \right] x \in A_e = \sqrt{2 \cdot \frac{\sigma_j^2 \sigma^2}{(\sigma_j^2 + \sigma^2)^2}}
\]
and
\[
\lim_{N \to \infty} E \left[ \frac{\max_{j \in \mathcal{J}} |\bar{e}_j|}{\sqrt{\ln(N)}} \right] x \in A_e = \sqrt{2 \cdot \frac{\sigma_j^2 \sigma^2}{(\sigma_j^2 + \sigma^2)^2}}.
\]
Combining (13) and (14),
\[
\lim_{N \to \infty} \Pr \left( 1 - \Delta < \max_{i \in I} |e_i| \cdot \frac{\sqrt{2 \cdot \frac{\sigma_j^2 \sigma^2}{(\sigma_j^2 + \sigma^2)^2} \cdot \ln(|\mathcal{J}|)}}{\sqrt{2 \cdot \frac{\sigma_j^2 \sigma^2}{(\sigma_j^2 + \sigma^2)^2} \cdot \ln(|\mathcal{J}|)}} < 1 + \Delta \right) \cdot x \in A_e = 1.
\]
Note that
\[
\sqrt{\frac{\ln(N) + \ln(1 - s - \epsilon)}{\ln(N) + \ln(1 - s + \epsilon)}} < \frac{\ln(|\mathcal{J}|)}{\ln(|\mathcal{J}|)} < \sqrt{\frac{\ln(N) + \ln(1 - s + \epsilon)}{\ln(N) + \ln(1 - s - \epsilon)}} = \sqrt{\frac{\ln(N) + \ln(1 - s + \epsilon)}{\ln(N) + \ln(1 - s - \epsilon)}}.
\]
Then the following limit holds,
\[
\lim_{N \to \infty} \sqrt{\frac{\ln(|\mathcal{J}|)}{\ln(|\mathcal{J}|)}} = 1.
\]
We can write the above limit in probabilistic form,
\[
\lim_{N \to \infty} \Pr \left( \sqrt{\frac{\ln(|\mathcal{J}|)}{\ln(|\mathcal{J}|)}} - 1 < \Delta \right) \cdot x \in A_e = 1,
\]
for any \(\Delta > 0\). Because of the logarithms in (22), the ratio \(\frac{\sqrt{2 \cdot \ln(|\mathcal{J}|)}}{\sqrt{2 \cdot \ln(|\mathcal{J}|)}}\) is sufficiently close to 1 as \(N\) is astronomically large. This is why we point out in Section IV that the asymptotic results in this correspondence might be impractical. Plugging (22) into (21),
\[
\lim_{N \to \infty} \Pr \left( \frac{1 - \Delta}{(1 + \Delta)^2} \cdot \sqrt{\frac{\sigma^2 + \sigma^2_y}{\sigma^2_x}} \cdot \max_{i \in \mathcal{I}} |e_i| < \max_{j \in \mathcal{J}} |\hat{e}_j| < \frac{1 + \Delta}{(1 - \Delta)^2} \cdot \sqrt{\frac{\sigma^2 + \sigma^2_y}{\sigma^2_x}} \cdot x \in A_e \right) = 1. \tag{23}
\]

Equation (23) holds for any \( \Delta > 0 \). We note that \( \sqrt{\frac{\sigma^2 + \sigma^2_y}{\sigma^2_x}} > 1 \), and thus \( \frac{1 - \Delta}{(1 + \Delta)^2} \cdot \sqrt{\frac{\sigma^2 + \sigma^2_y}{\sigma^2_x}} > 1 \) for sufficiently small \( \Delta \). Therefore,

\[
\lim_{N \to \infty} \Pr \left( \max_{i \in \mathcal{I}} |e_i| > 1 \left| x \in A_e \right. \right) = \lim_{N \to \infty} \Pr \left( \max_{i \in \mathcal{I}} |x_i - \hat{x}_{W,BG,i}| > 1 \mid x \in A_e \right) = 1, \tag{24}
\]

and

\[
\lim_{N \to \infty} \Pr \left( \max_{i \in \mathcal{I}} |x_i - \hat{x}_{W,BG,i}| \leq 1 \mid x \in A_e \right) = 0.
\]

**Mean \( \ell_\infty \)-norm error:** The road map for the remainder of the proof is to first show that when \( x \in A_e \) the Wiener filter is asymptotically optimal for expected \( \ell_\infty \)-norm error, and then show that \( \Pr(x \in A_e) \) is arbitrarily close to 1.

In order to utilize equations (19) and (20), we normalize the quantities in the following derivations by \( \sqrt{\ln(N)} \) so that every term is bounded.

\[
\lim_{N \to \infty} E \left[ \frac{\|x - \hat{x}_{W,BG}\|_\infty}{\sqrt{\ln(N)}} \mid x \in A_e \right] = \lim_{N \to \infty} E \left[ \frac{\max_{i \in \mathcal{I}} |x_i - \hat{x}_{W,BG,i}|}{\sqrt{\ln(N)}} \cdot \max_{j \in \mathcal{J}} |x_j - \hat{x}_{W,BG,j}| > 1 \mid x \in A_e \right] \cdot \Pr \left( \max_{i \in \mathcal{I}} |x_i - \hat{x}_{W,BG,i}| > 1 \mid x \in A_e \right) + \lim_{N \to \infty} E \left[ \frac{\max_{j \in \mathcal{J}} |x_j - \hat{x}_{W,BG,j}|}{\sqrt{\ln(N)}} \cdot \max_{i \in \mathcal{I}} |x_i - \hat{x}_{W,BG,i}| \leq 1 \mid x \in A_e \right] \cdot \Pr \left( \max_{i \in \mathcal{I}} |x_i - \hat{x}_{W,BG,i}| \leq 1 \mid x \in A_e \right). \tag{25}
\]

Let us now verify that the second term in (25) equals 0. In fact, the following derivations hold from (14) and (24),

\[
1 = \lim_{N \to \infty} \Pr \left( \frac{\max_{j \in \mathcal{J}} |x_j - \hat{x}_{W,BG,j}|}{\sqrt{2 \cdot \sigma^2_x (\sigma^2_x + \sigma^2_y)}} \cdot \ln(|\mathcal{J}|) - 1 < \Delta \left| x \in A_e \right. \right) = \lim_{N \to \infty} \Pr \left( \frac{\max_{j \in \mathcal{J}} |x_j - \hat{x}_{W,BG,j}|}{\sqrt{2 \cdot \sigma^2_x (\sigma^2_x + \sigma^2_y)}} \cdot \ln(|\mathcal{J}|) - 1 < \Delta \left| x \in A_e \right., \max_{j \in \mathcal{J}} |x_j - \hat{x}_{W,BG,j}| > 1 \right) \cdot \Pr \left( \max_{j \in \mathcal{J}} |x_j - \hat{x}_{W,BG,j}| > 1 \mid x \in A_e \right).
\]

Therefore,

\[
\lim_{N \to \infty} E \left[ \frac{\max_{j \in \mathcal{J}} |x_j - \hat{x}_{W,BG,j}|}{\sqrt{2 \cdot \sigma^2_x (\sigma^2_x + \sigma^2_y)}} \cdot \ln(|\mathcal{J}|) \mid x \in A_e, \max_{j \in \mathcal{J}} |x_j - \hat{x}_{W,BG,j}| > 1 \right] = 1,
\]

which yields (following similar derivations of (16) and (20))

\[
\lim_{N \to \infty} E \left[ \frac{\max_{j \in \mathcal{J}} |x_j - \hat{x}_{W,BG,j}|}{\sqrt{\ln(N)}} \mid x \in A_e, \max_{j \in \mathcal{J}} |x_j - \hat{x}_{W,BG,j}| > 1 \right] = \sqrt{2 \cdot \sigma^4_x \sigma^2_y / (\sigma^4_x + \sigma^4_y)^2}. \]
Therefore, the second term in (25) equals \( \sqrt{2 \cdot \frac{\sigma_w^2}{\sigma_x^2 + \sigma_w^2}} \times 0 = 0 \), and equation (25) becomes

\[
\lim_{N \to \infty} E \left[ \frac{\|x - \hat{x}_{WBG}\|_\infty}{\sqrt{\ln(N)}} \right]_{x \in A_e} = \lim_{N \to \infty} E \left[ \frac{\max_{i \in \mathcal{I}} |x_i - \hat{x}_{WBG,i}|}{\sqrt{\ln(N)}} \right]_{x \in A_e, \max_{i \in J} |x_i - \hat{x}_{WBG,i}| > 1} \]

\[
= \lim_{N \to \infty} E \left[ \frac{\max_{i \in \mathcal{I}} |x_i - \hat{x}_{WBG,i}|}{\sqrt{\ln(N)}} \right]_{x \in A_e, \max_{j \in J} |x_j - \hat{x}_{WBG,j}| \leq 1} \times \Pr \left( \frac{\max_{i \in \mathcal{I}} |x_i - \hat{x}_{WBG,i}|}{\max_{j \in J} |x_j - \hat{x}_{WBG,j}|} \leq 1 \middle| x \in A_e \right)
\]

Equation (26) shows that the maximum absolute error of the Wiener filter relates to the Gaussian-distributed components of \( x \).

**Optimality of the Wiener filter:** It has been shown by Sherman [29, 30] that, for parallel Gaussian channels with an i.i.d. Gaussian input \( x \), if an error metric function \( d(x, \hat{x}) \) relating \( x \) and its estimate \( \hat{x} \) is convex, then the Wiener filter is optimal for that error metric. The \( \ell_\infty \)-norm is convex, and therefore, for any estimator \( \hat{x} \),

\[
E \left[ \|x - \hat{x}\|_\infty \middle| x \in A_e \right] = E \left[ \max_{i \in \mathcal{I} \cup \mathcal{J}} |x_i - \hat{x}_i| \middle| x \in A_e \right] \geq E \left[ \max_{i \in \mathcal{I}} |x_i - \hat{x}_{WBG,i}| \middle| x \in A_e \right] \geq E \left[ \max_{i \in \mathcal{I}} |x_i - \hat{x}_{WBG,i}| \middle| x \in A_e \right].
\]

The inequality (27) holds, because the set \( \{x_i : i \in \mathcal{I}\} \) only contains the i.i.d. Gaussian components of \( x \), and the Wiener filter is optimal for \( \ell_\infty \)-norm error when the input signal is i.i.d. Gaussian. The inequality (27) holds for any signal length \( N \), and thus it holds when \( N \to \infty \) and we divide both sides by \( \sqrt{\ln(N)} \),

\[
0 \leq \lim_{N \to \infty} \left( \frac{E \left[ \|x - \hat{x}\|_\infty \middle| x \in A_e \right]}{\sqrt{\ln(N)}} - \frac{E \left[ \max_{i \in \mathcal{I}} |x_i - \hat{x}_{WBG,i}| \middle| x \in A_e \right]}{\sqrt{\ln(N)}} \right) = \lim_{N \to \infty} \left( \frac{E \left[ \|x - \hat{x}\|_\infty \middle| x \in A_e \right]}{\sqrt{\ln(N)}} - \frac{E \left[ \|x - \hat{x}_{WBG}\|_\infty \middle| x \in A_e \right]}{\sqrt{\ln(N)}} \right),
\]

where the last step in (28) is justified by the derivation of (26). Equation (28) also holds for \( \hat{x} = \hat{x}_{\ell_\infty} \),

\[
\lim_{N \to \infty} \left( \frac{E \left[ \|x - \hat{x}_{\ell_\infty}\|_\infty \middle| x \in A_e \right]}{\sqrt{\ln(N)}} - \frac{E \left[ \|x - \hat{x}_{WBG}\|_\infty \middle| x \in A_e \right]}{\sqrt{\ln(N)}} \right) \geq 0.
\]

**Typical set:** Let us now evaluate \( \Pr(x \in A_e) \). The set \( A_e \) only considers whether the components in \( x \) are Gaussian or zero, and so we introduce a binary vector \( \tilde{x} \in \mathbb{R}^N \), where \( \tilde{x}_i = 1_{\{x_i \sim N(\mu_i, \sigma^2_i)\}} \) and \( 1_{\{\cdot\}} \) is the
indicator function. That is, \( \bar{x}_i = 1 \) if \( x_i \) is Gaussian, and else \( \bar{x}_i = 0 \). The sequence \( \bar{x} \triangleq \{\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_N\} \) is called a typical sequence ([31], page 59), if it satisfies
\[
2^{-N(H(\bar{x})+\delta)} \leq \Pr(\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_N) \leq 2^{-N(H(\bar{x})-\delta)},
\] (30)
for some \( \delta > 0 \), where \( H(\bar{x}) \) denotes the binary entropy [31] of the sequence \( \{\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_N\} \). The set \( A_\varepsilon \) is then called a typical set [31], and
\[
\Pr(x \in A_\varepsilon) > 1 - \delta.
\] (31)

We highlight that the inequalities (30) and (31) both hold when \( \delta \to 0^+ \) as a function of \( N \).

In our problem setting where \( \Pr(\bar{x}_1 = 1) = \Pr(x_i \sim \mathcal{N}(\mu_x, \sigma_x^2)) = s \), the entropy of the sequence \( \bar{x}_1, \bar{x}_2, \ldots, \bar{x}_N \) is
\[
H(\bar{x}) = -s \log_2(s) - (1-s) \log_2(1-s),
\] (32)
and the probability of the sequence \( \bar{x}_1, \bar{x}_2, \ldots, \bar{x}_N \) is
\[
\Pr(\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_N) = s^{|\mathcal{I}|} \cdot (1-s)^{|\mathcal{J}|}.
\] (33)

Plugging (17), (32), and (33) into (30), the value of \( \delta \) can be computed,
\[
\delta = \epsilon \left| \log_2 \left( \frac{s}{1-s} \right) \right|,
\] (34)
for \( 0 < s < 1 \) and \( s \neq 0.5 \). That is,
\[
\Pr(x \in A_\varepsilon) > 1 - \delta = 1 - \epsilon \left| \log_2 \left( \frac{s}{1-s} \right) \right|.
\] (35)

Finally, we compare \( E[\|x - \bar{x}_{WB,G}\|_\infty] \) with \( E[\|x - \bar{x}_{\ell_\infty}\|_\infty] \), where \( \bar{x}_{\ell_\infty} \) satisfies (7), i.e., the estimate \( \bar{x}_{\ell_\infty} \) is optimal for minimizing the mean \( \ell_\infty \)-norm error of estimation. By definition,
\[
\lim_{N \to \infty} \left( \frac{E[\|x - \bar{x}_{\ell_\infty}\|_\infty]}{\sqrt{\ln(N)}} - \frac{E[\|x - \bar{x}_{WB,G}\|_\infty]}{\sqrt{\ln(N)}} \right) \leq 0,
\]
but we already proved in (29) that
\[
\lim_{N \to \infty} \left( \frac{E[\|x - \bar{x}_{\ell_\infty}\|_\infty | x \in A_\varepsilon]}{\sqrt{\ln(N)}} - \frac{E[\|x - \bar{x}_{WB,G}\|_\infty | x \in A_\varepsilon]}{\sqrt{\ln(N)}} \right) \geq 0,
\]
and thus
\[
\lim_{N \to \infty} \left( \frac{E[\|x - \bar{x}_{\ell_\infty}\|_\infty | x \notin A_\varepsilon]}{\sqrt{\ln(N)}} - \frac{E[\|x - \bar{x}_{WB,G}\|_\infty | x \notin A_\varepsilon]}{\sqrt{\ln(N)}} \right) \leq 0.
\] (36)

We know that \( \Pr( x \notin A_\varepsilon ) < \delta \) from (35). To complete the proof, it suffices to show that, when \( x \notin A_\varepsilon \), the subtraction (36) is bounded. When \( x \notin A_\varepsilon \), there are 3 cases for the possible values of \( |\mathcal{I}| \) and \( |\mathcal{J}| \):

- Case 1: \( |\mathcal{I}|, |\mathcal{J}| \to \infty \), but (18) may not hold.
- Case 2: \( |\mathcal{J}| \to \infty \) but \( |\mathcal{I}| \not\to \infty \).
- Case 3: \( |\mathcal{I}| \to \infty \) but \( |\mathcal{J}| \not\to \infty \).
We observe that equations (19) and (20) are derived from (15), (16), and (18). In Case 1, similar equalities to (15) and (16) hold,

$$\lim_{N \to \infty} E \left[ \frac{\max_{j \in I} |e_j|}{\sqrt{\ln(N)}} \right] \text{ Case 1 of } x \notin A_c = \lim_{N \to \infty} \sqrt{2 \cdot \frac{\sigma_x^2 \sigma_z^2}{\sigma_x^2 + \sigma_z^2}} \cdot \frac{\ln(|I|)}{\ln(N)} \leq \sqrt{2 \cdot \frac{\sigma_x^2 \sigma_z^2}{\sigma_x^2 + \sigma_z^2}}$$

and

$$\lim_{N \to \infty} E \left[ \frac{\max_{j \in J} |e_j|}{\sqrt{\ln(N)}} \right] \text{ Case 1 of } x \notin A_c = \lim_{N \to \infty} \sqrt{2 \cdot \frac{\sigma_x^2 \sigma_z^2}{\sigma_x^2 + \sigma_z^2}} \cdot \frac{\ln(|J|)}{\ln(N)} \leq \sqrt{2 \cdot \frac{\sigma_x^2 \sigma_z^2}{\sigma_x^2 + \sigma_z^2}}.$$ 

Therefore, the value of \( \lim_{N \to \infty} E \left[ \frac{\|x - \hat{x}_{W,BG}\|_{\infty}}{\sqrt{\ln(N)}} \right] \text{ Case 1 of } x \notin A_c \) is bounded.

In Case 2, it is obvious that \( \lim_{N \to \infty} E \left[ \frac{\max_{j \in J} |e_j|}{\sqrt{\ln(N)}} \right] \text{ Case 2 of } x \notin A_c \) is bounded because \( |I| \not\to \infty \), while

$$\lim_{N \to \infty} E \left[ \frac{\max_{j \in J} |e_j|}{\sqrt{\ln(N)}} \right] \text{ Case 2 of } x \notin A_c \leq \sqrt{2 \cdot \frac{\sigma_x^2 \sigma_z^2}{\sigma_x^2 + \sigma_z^2}}.$$ 

The analysis for Case 3 is similar to that of Case 2.

Therefore, we have shown that \( \lim_{N \to \infty} E \left[ \frac{\|x - \hat{x}_{W,BG}\|_{\infty}}{\sqrt{\ln(N)}} \right] x \notin A_c \) is bounded.

By (36), \( \lim_{N \to \infty} \frac{E[\|x - \hat{x}_{W,BG}\|_{\infty} | x \notin A_c]}{\sqrt{\ln(N)}} \) is bounded above by \( \lim_{N \to \infty} E \left[ \frac{\|x - \hat{x}_{W,BG}\|_{\infty}}{\sqrt{\ln(N)}} \right] x \notin A_c \). Hence,

$$\lim_{N \to \infty} \left( \frac{E[\|x - \hat{x}_{W,BG}\|_{\infty} | x \notin A_c]}{\sqrt{\ln(N)}} - \frac{E[\|x - \hat{x}_{R,n}\|_{\infty} | x \notin A_c]}{\sqrt{\ln(N)}} \right) = c$$

is bounded, where \( c > 0 \) is a constant.

Therefore,

$$\lim_{N \to \infty} \frac{E[\|x - \hat{x}_{W,BG}\|_{\infty}]}{\sqrt{\ln(N)}} = \lim_{N \to \infty} \frac{E[\|x - \hat{x}_{W,BG}\|_{\infty}]}{\sqrt{\ln(N)}} = \frac{E[\|x - \hat{x}_{W,BG}\|_{\infty} | x \in A_c] \cdot \Pr(x \in A_c) + E[\|x - \hat{x}_{W,BG}\|_{\infty} | x \notin A_c] \cdot \Pr(x \notin A_c)}{\sqrt{\ln(N)}}.$$
\begin{align*}
\leq 1 + \lim_{N \to \infty} \frac{E\left[\|x - \hat{x}_{\text{WGM}}\|_\infty | x \notin A_r\right]}{\sqrt{\ln(N)}} - \frac{E\left[\|x - \hat{x}_{\ell_\infty,\infty}\|_\infty | x \notin A_r\right]}{\sqrt{\ln(N)}} \cdot \Pr \left( x \notin A_r \right)
\end{align*}

< 1 + \lim_{N \to \infty} \frac{c \cdot \delta}{E\left[\|x - \hat{x}_{\infty}\|_\infty\right]}.

In (37), the value of \(\lim_{N \to \infty} \frac{E\left[\|x - \hat{x}_{\text{WGM}}\|_\infty\right]}{\sqrt{\ln(N)}}\) is bounded below because of (29),

\begin{align*}
\lim_{N \to \infty} \frac{E\left[\|x - \hat{x}_{\ell_\infty}\|_\infty | x \in A_r\right]}{\sqrt{\ln(N)}} &= \lim_{N \to \infty} \frac{E\left[\|x - \hat{x}_{\infty}\|_\infty | x \notin A_r\right]}{\sqrt{\ln(N)}} \cdot \Pr \left( x \in A_r \right) + \lim_{N \to \infty} \frac{E\left[\|x - \hat{x}_{\infty}\|_\infty | x \notin A_r\right]}{\sqrt{\ln(N)}} \cdot \Pr \left( x \notin A_r \right)
\geq \lim_{N \to \infty} \frac{E\left[\|x - \hat{x}_{\text{WGM}}\|_\infty | x \in A_r\right]}{\sqrt{\ln(N)}} \cdot \Pr \left( x \in A_r \right)
> \sqrt{2 \frac{\sigma_2^2 \sigma_2^2}{\sigma_x^2 + \sigma_z^2}} (1 - \delta).
\end{align*}

On the other hand, whether the value of \(\frac{E\left[\|x - \hat{x}_{\text{WGM}}\|_\infty\right]}{\sqrt{\ln(N)}}\) is bounded above or not, the second term in (37) is always arbitrarily small because \(\delta\) is arbitrarily small, and thus (37) is equivalent to

\begin{align*}
\lim_{N \to \infty} \frac{E\left[\|x - \hat{x}_{\text{WGM}}\|_\infty\right]}{\sqrt{\ln(N)}} < 1 + \delta,
\end{align*}
where \(\delta \to 0^+\) as a function of \(N\). Finally, because \(\hat{x}_\infty\) is the optimal estimator for \(\ell_\infty\)-norm error,

\begin{align*}
\lim_{N \to \infty} \frac{E\left[\|x - \hat{x}_{\text{WGM}}\|_\infty\right]}{\sqrt{\ln(N)}} \geq 1.
\end{align*}

Therefore,

\begin{align*}
\lim_{N \to \infty} \frac{E\left[\|x - \hat{x}_{\text{WGM}}\|_\infty\right]}{\sqrt{\ln(N)}} = 1,
\end{align*}

which completes the proof.

\textbf{B. Proof of Theorem 2}

The road map of the proof of Theorem 2 is the same as that of Theorem 1.

\textbf{K error patterns:} The input signal of the parallel Gaussian channels (3) is generated by an i.i.d. Gaussian mixture source (1), and suppose without loss of generality that \(\sigma_1^2 = \max_{k \in \{1, 2, \ldots, K\}} \frac{\sigma_k^2}{\sigma_1^2 + \sigma_z^2}\). The Wiener filter is \(\hat{x}_{\text{WGM}} = \frac{\sigma_1^2}{\sigma_1^2 + \sigma_z^2}(r - \mu_1) + \mu_1 = \frac{\sigma_1^2 r + \sigma_1^2 \mu_1}{\sigma_1^2 + \sigma_z^2} \). Let \(I_k\) denote the index set where \(x_i \sim N(\mu_k, \sigma_k^2)\). Then we define \(K\) types of error patterns: for \(k \in \{1, 2, \ldots, K\}\), the \(k\)-th error pattern is

\begin{align*}
e(k) \triangleq \hat{x}_{\text{WGM}, i} - x_i = \frac{\sigma_1^2 r_i + \sigma_2^2 \mu_1}{\sigma_1^2 + \sigma_z^2} - x_i \sim N\left( \frac{\sigma_1^2}{\sigma_1^2 + \sigma_z^2} \mu_1 - \frac{\sigma_2^2}{\sigma_1^2 + \sigma_z^2} \mu_k; \frac{\sigma_2^2}{(\sigma_1^2 + \sigma_z^2)^2} \sigma_k^2 + \frac{\sigma_1^4}{(\sigma_1^2 + \sigma_z^2)^2} \sigma_k^2 \right),
\end{align*}

where

\begin{align*}
i \in I_k \triangleq \{ i : x_i \sim N(\mu_k, \sigma_k^2) \}.\end{align*}
Because the variances $\sigma_x^2, \sigma_1^2, \sigma_2^2, \ldots, \sigma_K^2 > 0$ are constants, and $\sigma_1^2 = \max_{k \in \{1, 2, \ldots, K\}} \sigma_k^2$,
\[
\frac{\sigma_x^2}{(\sigma_x^2 + \sigma_k^2)^2} \sigma_1^2 + \frac{\sigma_1^4}{(\sigma_x^2 + \sigma_k^2)^2} \sigma_1^2 = \max_{k \in \{1, 2, \ldots, K\}} \left( \frac{\sigma_x^4}{(\sigma_x^2 + \sigma_k^2)^2} \sigma_k^2 + \frac{\sigma_1^4}{(\sigma_x^2 + \sigma_k^2)^2} \sigma_x^2 \right),
\]
which shows that the first error pattern $e_1^{(1)}$ has the greatest variance.

**Maximum of error patterns:** Define the set $A_\epsilon$ as
\[
A_\epsilon \triangleq \left\{ x : \left| \frac{I_1}{N} - s_1 \right| < \epsilon_1, \left| \frac{I_2}{N} - s_2 \right| < \epsilon_2, \ldots, \left| \frac{I_K}{N} - s_K \right| < \epsilon_K \right\},
\]
where $\sum_{k=1}^K |I_k| = N$, and $\epsilon_k \rightarrow 0^+$ as a function of $N$ for $k \in \{1, 2, \ldots, K\}$. Applying a similar derivation to that of (24), we obtain that
\[
\lim_{N \rightarrow \infty} \Pr \left( \frac{\max_{i \in I_k} |\hat{W}_{GM,i} - x_i|}{\max_{j \in I_k} |\hat{W}_{GM,j} - x_j|} > 1 - \Delta \right) \geq \frac{1}{(1 + \Delta)^2} \frac{\sqrt{\frac{\epsilon_1^4}{(\sigma_x^2 + \sigma_k^2)^2} \sigma_k^2 + \frac{\epsilon_1^4}{(\sigma_x^2 + \sigma_k^2)^2} \sigma_x^2}}{\sqrt{\frac{\epsilon_1^4}{(\sigma_x^2 + \sigma_k^2)^2} \sigma_k^2 + \frac{\epsilon_1^4}{(\sigma_x^2 + \sigma_k^2)^2} \sigma_x^2}} x \in A_\epsilon
\]
(39)
\[
= \lim_{N \rightarrow \infty} \Pr \left( \frac{\max_{i \in I_k} |\hat{W}_{GM,i} - x_i|}{\max_{j \in I_k} |\hat{W}_{GM,j} - x_j|} \geq 1 \mid x \in A_\epsilon \right) = 1,
\]
(40)
for any $k \neq 1$. Equation (40) is valid because (39) holds for any $\Delta > 0$, and $\frac{1}{(1 + \Delta)^2} \frac{\sqrt{\frac{\epsilon_1^4}{(\sigma_x^2 + \sigma_k^2)^2} \sigma_k^2 + \frac{\epsilon_1^4}{(\sigma_x^2 + \sigma_k^2)^2} \sigma_x^2}}{\sqrt{\frac{\epsilon_1^4}{(\sigma_x^2 + \sigma_k^2)^2} \sigma_k^2 + \frac{\epsilon_1^4}{(\sigma_x^2 + \sigma_k^2)^2} \sigma_x^2}} \geq 1$ is derived from (38).

Hence,
\[
\lim_{N \rightarrow \infty} \frac{\|x - \hat{x}_{GM}\|}{\sqrt{\ln(N)}} \mid x \in A_\epsilon \lim_{N \rightarrow \infty} \frac{\max_{i \in I_k} |x_i - \hat{x}_{GM,i}|}{\sqrt{\ln(N)}} \mid x \in A_\epsilon.
\]
(41)
Equation (41) shows that the maximum absolute error of the Wiener filter relates to the Gaussian component that has the greatest variance.

**Optimality of the Wiener filter:** Then applying similar derivations of equations (28) and (29),
\[
\lim_{N \rightarrow \infty} \left( E \left[ \frac{\|x - \hat{x}_\ell\|}{\sqrt{\ln(N)}} \mid x \in A_\epsilon \right] - E \left[ \frac{\|x - \hat{x}_{GM}\|}{\sqrt{\ln(N)}} \mid x \in A_\epsilon \right] \right) \geq 0.
\]

**Typical set:** Similar to the derivation of (34), we obtain the probability of $x \in A_\epsilon$ ([31], page 59),
\[
\Pr(x \in A_\epsilon) > 1 - \delta,
\]
where
\[
\delta = \sum_{k=1}^K \epsilon_k |\log_2(s_k)|.
\]
Finally,
\[
\lim_{N \rightarrow \infty} E \left[ \frac{\|x - \hat{x}_{GM}\|}{\sqrt{\ln(N)}} \right] < 1 + \delta,
\]
where $\delta \rightarrow 0^+$, and thus
\[
\lim_{N \rightarrow \infty} E \left[ \frac{\|x - \hat{x}_{\ell}\|}{\sqrt{\ln(N)}} \right] = 1.
C. Proof of Lemma 1

It has been shown [32, 34] that for an i.i.d. standard Gaussian sequence $\tilde{u}_i \sim \mathcal{N}(0, 1)$, where $i \in \{1, 2, \ldots, N\}$, the maximum of the sequence, $\max_i \tilde{u}_i$, converges to $\sqrt{2 \ln(N)}$ in probability, i.e.,

$$
\lim_{N \to \infty} \Pr \left( \left| \frac{\max_{1 \leq i \leq N} \tilde{u}_i}{\sqrt{2 \ln(N)}} - 1 \right| < \Delta \right) = 1,
$$

for any $\Delta > 0$. Therefore, for an i.i.d. non-standard Gaussian sequence $u_i \sim \mathcal{N}(\mu, \sigma^2)$, $\frac{u_i - \mu}{\sigma}$, $\tilde{u}_i \sim \mathcal{N}(0, 1)$, and it follows that

$$
\lim_{N \to \infty} \Pr \left( \left| \frac{\max_{1 \leq i \leq N} (u_i - \mu)}{\sqrt{2 \sigma^2 \ln(N)}} - 1 \right| < \Delta \right) = 1,
$$

for any $\Delta > 0$. We observe that, for a given $\mu$, the following probability equals 1 for sufficient large $N$, and therefore,

$$
\lim_{N \to \infty} \Pr \left( \left| \frac{-\mu}{\sqrt{2 \sigma^2 \ln(N)}} - 0 \right| < \Delta \right) = 1,
$$

for any $\Delta > 0$. Combining (42) and (43),

$$
\lim_{N \to \infty} \Pr \left( \left| \frac{\max_{1 \leq i \leq N} u_i}{\sqrt{2 \sigma^2 \ln(N)}} - 1 \right| < 2\Delta \right) = 1,
$$

for any $\Delta > 0$, which owing to arbitrariness of $\Delta$ yields

$$
\lim_{N \to \infty} \Pr \left( \left| \frac{\max_{1 \leq i \leq N} u_i}{\sqrt{2 \sigma^2 \ln(N)}} - 1 \right| < \Delta \right) = 1.
$$

Equation (44) suggests that, for a sequence of i.i.d. Gaussian random variables, $u_i \sim \mathcal{N}(\mu, \sigma^2)$, the maximum of the sequence is not affected by the value of $\mu$.

On the other hand, the i.i.d. Gaussian sequence $(-u_i) \sim \mathcal{N}(-\mu, \sigma^2)$ satisfies

$$
\lim_{N \to \infty} \Pr \left( \left| \frac{\max_{1 \leq i \leq N} (-u_i)}{\sqrt{2 \sigma^2 \ln(N)}} - 1 \right| < \Delta \right) = 1.
$$

Hence,

$$
\lim_{N \to \infty} \Pr \left( \left| \frac{\max_{1 \leq i \leq N} u_i}{\sqrt{2 \sigma^2 \ln(N)}} - 1 \right| < \Delta \right) = \lim_{N \to \infty} \Pr \left( \left| \frac{\max_{1 \leq i \leq N} u_i - \mu}{\sqrt{2 \sigma^2 \ln(N)}} - 1 \right| < \Delta \right) \text{ and } \lim_{N \to \infty} \Pr \left( \left| \frac{\max_{1 \leq i \leq N} (-u_i)}{\sqrt{2 \sigma^2 \ln(N)}} - 1 \right| < \Delta \right) = 1 \text{ and } \lim_{N \to \infty} \Pr \left( \left| \frac{\max_{1 \leq i \leq N} u_i}{\sqrt{2 \sigma^2 \ln(N)}} - 1 \right| > \Delta \right) = 0.
$$

for any $\Delta > 0$. 
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IV. Conclusion

This correspondence focused on estimating input signals in parallel Gaussian channels, where the signals were generated by i.i.d. Gaussian mixture sources, and the $\ell_\infty$-norm error was used to quantify the performance. We proved that the Wiener filter (10), a simple linear function that is applied to the Gaussian channel outputs, asymptotically minimizes the mean $\ell_\infty$-norm error when the signal dimension $N \to \infty$. Specifically, the multiplicative constant of the linear filter only relates to the greatest variance of the Gaussian mixture components and the variance of the Gaussian noise. Our results for parallel Gaussian channels can be extended to linear mixing systems, in settings where linear mixing systems can be decoupled to parallel Gaussian channels.

Our results are asymptotic, but one will notice from Section III-A (22) that the asymptotic results hold only for astronomically large signal dimension $N$, which may lead readers to wonder whether the Wiener filter performs well when the signal dimension is finite. To answer this question, we performed numerical simulations for finite signal dimensions. The numerical results showed that the Wiener filter indeed reduces the $\ell_\infty$-norm error to some extent. Specifically, the Wiener filter outperforms the relaxed belief propagation algorithm [17, 18] in linear mixing systems. However, our numerical results suggested that there exist better algorithms [2] for $\ell_\infty$-norm error than the Wiener filter in finite signal dimension settings. The development of optimal algorithms in the finite dimension setting is left for future work.
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