An observation algorithm for nonlinear systems with unknown inputs
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Abstract

This paper provides some new developments in the design of unknown input observers for nonlinear systems. An algorithm which states if the state and the unknown input of the system can be recovered in finite time is introduced. This algorithm leads to the transformation of the system into an extended block triangular observable form suitable for the design of finite time observers. The proposed method is useful to relax some restrictive conditions of existing nonlinear unknown input observer design procedures.

1 Introduction

It is of importance to design observers for multivariable linear or nonlinear systems partially driven by unknown inputs. Such a problem arises in systems subject to disturbances or with inaccessible inputs and in many applications such as parameter identification, fault detection and isolation or cryptography. The design of observers for nonlinear systems is a challenging problem, even for accurately known systems. It has received a considerable amount of attention in the literature. In many approaches, nonlinear coordinate transformations are used to transform the system into suitable observer canonical forms. Then, observers with linearizable error dynamics (see e.g. [9, 20, 21]), high gain observers [8] or backstepping observers [15] can be designed. Few works deal with the design of unknown input observers for nonlinear systems. Some of them are concerned with applications in the field of fault detection and identification, and in particular the nonlinear Fundamental Problem of Residual Generation [4, 10, 19]. Other ones deal with nonlinear systems subject to exogenous perturbations and are based on sliding mode considerations [22]. The convergence is obtained in finite time under the assumptions that the system can be put...
into a set of triangular observable forms, where the unknown inputs act only on the last dynamics of each triangular form. This assumption is known as the observability matching condition. The present work aims at the development of a systematic method leading to the finite time observation of a class of nonlinear systems with unknown inputs even if the observability matching condition is not fulfilled. To this end, the procedure given in [5] is extended to the nonlinear case. It also results in a constructive algorithm that transforms the system into a similar type of block triangular observable forms. This transformation relies on the introduction of suitable fictitious outputs. Sufficient conditions for the existence of such auxiliary variables are given. After transformation of the system, it is shown that it is possible to design observers that provide the finite time estimation of both the state variables and the unknown inputs. An illustrative example highlights the efficiency of the proposed methodology.

2 Problem statement and motivations

Consider, on an open set \( U \), the nonlinear system:

\[
\begin{align*}
\dot{x} &= f(x) + g(x)w = f(x) + \sum_{i=1}^{m} g_i(x)w_i \\
y &= h(x) = [h_1(x), \ldots, h_p(x)]^T
\end{align*}
\]

(1)

where \( x \in U \subset \mathbb{R}^n \) is the state vector, \( y \in \mathbb{R}^p \) is the output vector and where \( w = [w_1, \ldots, w_m] \in \mathbb{R}^m \) represents the unknown inputs. The vector fields \( f \) and \( g_1, \ldots, g_m \), and the functions \( h_1, \ldots, h_p \), are assumed to be sufficiently smooth on \( U \). Without loss of generality, it is assumed that \( p \geq m \), and that for all \( x \in U \), the distribution \( \mathcal{G} = \text{span}(g_1, \ldots, g_m) \) and the codistribution \( \text{span}(dh_1, \ldots, dh_p) \) are nonsingular on \( U \). Like in [17], let us first define the unknown input characteristic indexes \( \{\rho_1, \ldots, \rho_p\} \) such that, for \( 1 \leq i \leq p \):

\[
L_{\rho_j}^{\nu_1-1} h_i(x) = 0, \quad \text{for } k < \rho_i - 1, \text{ and for all } 1 \leq j \leq m, \\
L_{\rho_j}^{\nu_1-1} h_i(x) \neq 0, \quad \text{for at least one } 1 \leq j \leq m,
\]

for all \( x \in U \). The system (1) with \( w = 0 \) is supposed to be locally weakly observable on \( U \) [11]. Thus, there exists a change of coordinates

\[
\phi = \left( h_1, \ldots, L_{\nu_1-1}^j h_1, \ldots, h_p, \ldots, L_{\nu_1-1}^j h_p \right)^T
\]

such that, after a suitable reordering of the state components, the system (1) is locally transformed into

\[
\begin{align*}
\dot{\xi}_i &= A_{\delta_i} \xi_i + H_{\delta_i} V_{\delta_i}(x, w) \\
\dot{\eta} &= a(\xi, \eta) + b(\xi, \eta)w \\
y_i &= C_{\delta_i} \xi_i
\end{align*}
\]

(2) (3)
with $\xi = (\xi_1^T, ..., \xi_p^T)^T$, $\xi_i \in \mathbb{R}^{\delta_i}$, $1 \leq i \leq p$

$$V_{\delta_i}(x, w) = L_{\delta_i}^{\rho_i} h_i(x) + \sum_{i=1}^{m} L_{g_i} L_{\delta_i}^{\rho_i-1} h_i(x) w_j \in \mathbb{R}$$

$$A_{\delta_i} = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix} \in \mathbb{R}^{\delta_i \times \delta_i}$$

$$H_{\delta_i} = \begin{pmatrix} 0 & 0 & \ldots & 1 \end{pmatrix}^T \in \mathbb{R}^{\delta_i}, \quad C_{\delta_i} = \begin{pmatrix} 1 & 0 & \ldots & 0 \end{pmatrix} \in \mathbb{R}^{1 \times \delta_i}$$

and $a$, $b$ are smooth vector fields on $U$. The integers $(\nu_1, \nu_2, \ldots, \nu_p)$ are the so-called observability indices of system (1) (see [14] for a definition) and thus satisfy $\nu_1 + \cdots + \nu_p = n$. From the definition of the $\rho_i$, one has $\delta_i = \min(\nu_i, \rho_i)$ and $g_{\delta_i} = 0$ if $\nu_i < \rho_i$ (i.e. $\delta_i = \nu_i$).

### 2.1 A triangular observable form

Most existing nonlinear observers for system (1) are designed under the assumption that the system satisfies the so-called observability matching condition. This condition was first formulated for SISO linear systems in [18], Chapter 4. In the general case of MIMO nonlinear systems, a necessary and sufficient condition is given by:

$$\nu_i \leq \rho_i \text{ for all } 1 \leq i \leq p. \quad (4)$$

Then, $\delta_i = \nu_i$ for all $1 \leq i \leq p$, and under the change of coordinates $\xi = \phi(x)$ the system (1) is transformed into the form:

$$\dot{\xi}_i = A_{\nu_i} \xi_i + H_{\nu_i} V_{\nu_i}(\xi, w)$$

$$y_i = C_{\nu_i} \xi_i$$

with $\sum_{i=1}^{m} L_{g_i} L_{\nu_i}^{\rho_i-1} h_i(x) w_j \neq 0$ if and only if $\nu_i = \rho_i$. Each subsystem of (5) is in the so-called triangular observable form. Finite time observers for such a form can be found in the literature, based on step-by-step sliding mode techniques [22], higher order sliding modes [6, 16], numerical approaches [3, 13], or algebraic methods [2]. The design of such observers is left to the reader, since they are straightforward applications of existing results. Nevertheless, depending on the choice of the observer, some assumptions have to be introduced. For instance, in all the previously mentioned works, the unknown input $w$ has, at least, to be bounded. A necessary and sufficient condition for the recovery of the unknown inputs is that

$$\Gamma(x) = \begin{pmatrix} L_{g_1} L_{f}^{\rho_1-1} h_1(x) & \ldots & L_{g_m} L_{f}^{\rho_1-1} h_1(x) \\ \vdots & \ddots & \vdots \\ L_{g_1} L_{f}^{\rho_p-1} h_p(x) & \ldots & L_{g_m} L_{f}^{\rho_p-1} h_p(x) \end{pmatrix}$$
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has rank $m$. In this case, $\rho = \{\rho_1, ..., \rho_p\}$ is the vector relative degree as defined in [12], p. 220, when $m = p$.

### 2.2 An extended triangular observable form

The aim of this paper is to provide an observation algorithm that allows for the finite time estimation of both the state and the unknown inputs of (1) even if $\nu_j > \rho_j$ for at least a $j$ in $\{1, ..., p\}$. Consider again the general form (2-3).

Applying any of the aforementioned finite time observers: (i) for $1 \leq i \leq p$, $\xi_i$ can be estimated in finite time; (ii) one can also recover in finite time the last component $V_{\delta_i}$ of each subsystem of (2). The problem is to recover the remaining state $\eta$. Denote:

$$V(x) = \begin{pmatrix} V_{\delta_1}(x, w) \\ V_{\delta_2}(x, w) \\ \vdots \\ V_{\delta_p}(x, w) \end{pmatrix} = \begin{pmatrix} L_f^{\delta_1} h_1(x) \\ L_f^{\delta_2} h_2(x) \\ \vdots \\ L_f^{\delta_p} h_p(x) \end{pmatrix} + \Gamma_\delta(x)w$$

where

$$\Gamma_\delta(x) = \begin{pmatrix} L_{g_1} L_f^{\delta_1-1} h_1(x) & \cdots & L_{g_{\delta_1}} L_f^{\delta_1-1} h_1(x) \\ \vdots & \ddots & \vdots \\ L_{g_1} L_f^{\delta_p-1} h_p(x) & \cdots & L_{g_{\delta_p}} L_f^{\delta_p-1} h_p(x) \end{pmatrix}.$$ 

Let $\mathcal{L}$ be the commutative algebra of the measured outputs and their successive Lie derivatives up to order $\delta_i$: $\mathcal{L} = \text{span}\{h_1, ..., L_f^{\delta_1-1} h_1, ..., h_p, ..., L_f^{\delta_p-1} h_p\}$ and let $d\mathcal{L}$ be the codistribution:

$$d\mathcal{L} = \text{span}\{dh_1, ..., dL_f^{\delta_1-1} h_1, ..., dh_p, ..., dL_f^{\delta_p-1} h_p\}.$$ 

Assume there exists a $1 \times p$ row vector $K(x) = (k_1(x), ..., k_p(x)) \neq 0$, $k_i \in \mathcal{L}$ for $1 \leq i \leq p$, such that:

$$K(x) \Gamma_\delta(x) = 0 \text{ for all } x \in U \tag{6}$$

and set:

$$\bar{y} = \bar{h}(x) = K(x)V(x) = \sum_{i=1}^{p} k_i(x) L_f^{\delta_i} h_i(x) \tag{7}$$

Note that $\bar{y}$ is an available information (after a finite time) and is not affected by the unknown inputs. Therefore, if $d\mathcal{L} + \text{span}\{dh\} \subsetneq d\mathcal{L}$, $\bar{y}$ can be considered as an additional fictitious output. Then, let $\bar{\rho}_i$ and $\bar{\nu}_i$ be the unknown input characteristic indexes and the observability indices of (1) with respect to the extended output $[y^T, \bar{y}]^T = [h^T, \bar{h}(x)]^T$. If $\bar{\nu}_i \leq \bar{\rho}_i$ for all $1 \leq i \leq p + 1$, the
system (1) can be transformed into:

\[
\begin{align*}
\dot{\xi}_i &= A_{\bar{\nu}_i} \xi_i + H_{\bar{\nu}_i} V_{\bar{\nu}_i}(\tilde{\xi}, w) \quad \text{for } 1 \leq i \leq p \\
y_i &= C_{\bar{\nu}_i} \xi_i \\
\dot{\bar{\xi}} &= A_{\bar{\nu}_{p+1}} \bar{\xi} + H_{\bar{\nu}_{p+1}} V_{\bar{\nu}_{p+1}}(\tilde{\xi}, w) \\
\bar{y} &= C_{\bar{\nu}_{p+1}} \bar{\xi}
\end{align*}
\]

where \( \tilde{\xi} = (\xi_1^T, ..., \xi_p^T, \bar{\xi}^T)^T \in \mathbb{R}^n \). Then, it is possible to recover both the state and the unknown inputs in finite time. Let us give sufficient conditions for the existence of a suitable fictitious output \( \bar{y} \). For this, the following notations are introduced:

i) \( G^\perp = \text{span}\{\varpi_1, ..., \varpi_{n-m}\} \), the annihilator of \( G \) ( \( \varpi_i \) are 1-forms such that \( \iota_g \varpi_i = 0 \) where \( \iota_g \) is the inner product of the vector field \( g \) and the 1-form \( \varpi_i \)).

ii) \( \Omega_{\mathcal{L}} \), the module spanned by \( d\mathcal{L} \) over \( \mathcal{L} \).

**Proposition 1** The following conditions are equivalent:

i) Equation (6) has a solution \( K \) and \( KV \notin \mathcal{L} \).

ii) \( \Xi = \text{span}\{\varpi \in G^\perp \cap \Omega_{\mathcal{L}} \text{ such that } \iota_f \varpi \notin \mathcal{L} \} \neq \{0\} \).

**Proof:** Set \( \varpi = \sum_{i=1}^{p} k_i dL_{\bar{f}}^{\delta-i} h_i \) with \( k_i \in \mathcal{L} \). Clearly, \( \varpi \in \Omega_{\mathcal{L}} \) and

\[
\iota_f \varpi = \iota_f \sum_{i=1}^{p} k_i dL_{\bar{f}}^{\delta-i} h_i = \sum_{i=1}^{p} k_i L_{\bar{f}}^{\delta-i} h_i = KV = \bar{y}.
\]

\[
K \Gamma_{\delta} = K \begin{bmatrix}
dL_{\bar{f}}^{\delta-1} h_1 \\
\vdots \\
dL_{\bar{f}}^{\delta-1} h_p
\end{bmatrix} \begin{bmatrix}
g_1 & \cdots & g_m \\
g_1 & \cdots & g_m
\end{bmatrix} = \varpi.
\]

Thus: \{ \( K \) is a solution of (6) such that \( KV \notin \mathcal{L} \} \iff \{\varpi \in \Omega_{\mathcal{L}}, \iota_f \varpi = 0 \text{ for any } \tau \in G \text{ and } \iota_f \varpi \notin \mathcal{L} \} \iff \{\varpi \in G^\perp \cap \Omega_{\mathcal{L}} \text{ and } \iota_f \varpi \notin \mathcal{L} \} \iff \Xi \neq \{0\} \].

The discussion above can be recursively generalized as follows. Assume that the condition (4) is not still satisfied with the extended output obtained with the solutions of (6). On the basis of this new output, the corresponding matrix \( \Gamma_{\delta} \) can be computed and another set of fictitious outputs can eventually be found. One can iterate this procedure until the condition (4) is fulfilled for a new extended output. Then, the original system can be put into an extended extended...
block triangular observable form:
\[
\begin{align*}
\dot{\xi}_1^i &= A_{\nu_1} \xi_1^i + H_{\nu_1} V_{\nu_1}^i (\xi, w) \\
y_1^i &= y_i = C_{\nu_1} \xi_1^i, \quad 1 \leq i \leq p^1 \\
\dot{\xi}_2^i &= A_{\nu_2} \xi_2^i + H_{\nu_2} V_{\nu_2}^i (\xi, w) \\
y_2^i &= C_{\nu_2} \xi_2^i, \quad 1 \leq i \leq p^2 \\
&\vdots \\
\dot{\xi}_{k^*}^i &= A_{\nu_{k^*}} \xi_{k^*}^i + H_{\nu_{k^*}} V_{\nu_{k^*}} (\xi, w) \\
y_{k^*}^i &= C_{\nu_{k^*}} \xi_{k^*}^i, \quad 1 \leq i \leq p_{k^*}
\end{align*}
\] (8)

where the integers $\nu_{i}^j$ are the observability indices of the system (1) with the new outputs $y_j^i$. The first subsystem is fed by the original outputs of the system. A finite time observer is designed to estimate the state of this subsystem and to provide in finite time the knowledge of the fictitious outputs $y_2^i$, $1 \leq i \leq p^2$. Then, the state of the second triangular observable form can be estimated as well as the fictitious outputs $y_3^i$. Thus, one can recursively obtain the whole state of the system in finite time.

**Remark 1** The finite time property is required to ensure that one obtains a fast and accurate estimation of the fictitious outputs (for instance, via the equivalent output injection in the case of sliding mode observers, see [6] and the references therein). Furthermore, this property is often desirable in the framework of observation and particularly for the purpose of observer-based controller design for nonlinear systems. Then, for a large class of nonlinear systems, the observer can be designed separately from the controller and the separation principle does not need to be proved. It can also be of paramount importance in applications that require fast estimations of some unknown inputs like fault detection and identification or on-line parameter identification.

### 3 Nonlinear unknown input observer algorithm

An algorithm that states if the system can be transformed into (8) and that provides the integers $p^j$, $\nu_{i}^j$ and the auxiliary outputs $y_i^j$ ($j = 1, \ldots, k^*$) is now given.

**Step 0:** Compute $G$ and its annihilator $G^\perp$. Set $p^1 = p$, $[h_1^1, \ldots, h_p^1]^T = [h_1, \ldots, h_p]^T$, $\mu^0 = 0$, $z_0 = \ldots = z_{\mu^0} = 0$.

**Step $\alpha$: [a]** Consider $y^\alpha = [h_1^\alpha, \ldots, h_{\mu^\alpha}]^T \in \mathbb{R}^{\mu^\alpha}$ and reorder its components as follows:

\[
y^\alpha = [h_1^\alpha, \ldots, h_{\mu^\alpha}, h_{\mu^\alpha+1}^\alpha, \ldots, h_p^\alpha]^T
\]

1Systems that admit such a form belong to the class of left invertible systems with trivial zero dynamics (see [2]).
such that for $1 \leq j \leq l^\alpha$:
\[
\forall i \in [1, \ldots, m], \forall k \in \mathbb{N} \quad L_{g_i} L_{f_j}^{k} h_i^\alpha = 0
\]
and for $1 \leq j \leq p^\alpha - l^\alpha$, there exists an integer $\rho_j^\alpha$ such that:
\[
\forall i \in [1, \ldots, m] \quad L_{g_i} L_{f_j}^{\rho_j^\alpha} h_i^\alpha + 1 = 0 \quad \forall k < \rho_j^\alpha - 1
\]
\[
\exists i \in [1, \ldots, m] \quad L_{g_i} L_{f_j}^{\rho_j^\alpha} - 1 h_i^\alpha \neq 0.
\]

[b] Define $\Phi^\alpha = \{dh_1^\alpha, \ldots, dL_f^{n-1} h_1^\alpha, \ldots, dh_i^\alpha, \ldots, dL_f^{n-1} h_i^\alpha\}$. Compute
\[
I^\alpha = \text{span}\left\{d_{z_1}^{\alpha-1}, \ldots, d_{z_{\mu-1}}^{\alpha-1}\right\} \cup \Phi^\alpha.
\]
Let $\dim I^\alpha = \mu^\alpha - 1 + \varphi^\alpha$. $I^\alpha$ can be written as follows:
\[
I^\alpha = \text{span}\{d_{z_1}^{\alpha-1}, \ldots, d_{\mu-1}^{\alpha-1}, dh_1^\alpha, \ldots, dL_f^{n-1} h_1^\alpha, \ldots, dh_i^\alpha, \ldots, dL_f^{n-1} h_i^\alpha\}
\]
with $\sum_{i=1}^{\mu} \varphi_i^\alpha = \varphi^\alpha$. If $\mu^\alpha - 1 + \varphi^\alpha = n$, set
\[
\mu^\alpha = \mu^\alpha - 1 + \varphi^\alpha
\]
\[
\left\{dz_1^{k^\alpha}, \ldots, dz_{\mu^\alpha}^{k^\alpha}\right\} = \left\{d_{z_1}^{\alpha-1}, \ldots, d_{\mu-1}^{\alpha-1}, dh_1^\alpha, \ldots, dL_f^{n-1} h_1^\alpha, \ldots, dh_i^\alpha, \ldots, dL_f^{n-1} h_i^\alpha\right\}
\]
and stop the algorithm.
[c] If $\mu^\alpha - 1 + \varphi^\alpha < n$, consider the outputs affected by the unknown inputs and define:
\[
\Upsilon^\alpha = \{dh_1^\alpha, \ldots, dL_f^{n-1} h_1^\alpha, \ldots, dh_i^\alpha, \ldots, dL_f^{n-1} h_i^\alpha\}
\]
Compute the codistribution $\Omega^\alpha = \text{span}\{I^\alpha \cup \Upsilon^\alpha\}$. Let $\dim \Omega^\alpha = \mu^\alpha - 1 + \varphi^\alpha + \kappa^\alpha = \mu^\alpha$ and write $\Omega^\alpha = \text{span}\{dz_1^{\alpha}, \ldots, dz_{\mu^\alpha}^{\alpha}\}$ with
\[
\left\{dz_1^{\alpha}, \ldots, dz_{\mu^\alpha}^{\alpha}\right\} = \left\{d_{z_1}^{\alpha-1}, \ldots, d_{\mu-1}^{\alpha-1}, dh_1^\alpha, \ldots, dL_f^{n-1} h_1^\alpha, \ldots, dh_i^\alpha, \ldots, dL_f^{n-1} h_i^\alpha\right\}
\]
\[
\ldots, dh_i^\alpha, \ldots, dL_f^{n-1} h_i^\alpha, \ldots, dh_i^\alpha, \ldots, dL_f^{n-1} h_i^\alpha, \ldots, dh_i^\alpha, \ldots, dL_f^{n-1} h_i^\alpha\right\}
\]
and $\sum_{i=1}^{\mu^\alpha} \kappa_i^\alpha = \kappa^\alpha$. If $\mu^\alpha = n$, the algorithm stops.
[d] Otherwise, $\mu^\alpha < n$. Define
\[
L^\alpha = \text{span}\{z_1^{\alpha}, \ldots, z_{\mu^\alpha}^{\alpha}\}
\]
\[
\Omega^\alpha_L = \text{span}\left\{\sum_{i=1}^{\mu^\alpha} \phi_i dz_i^{\alpha}, \phi_i \in L^\alpha\right\}
\]
\[
\Xi^\alpha = \text{span}\{z \in G \cap \Omega^\alpha_L \text{ such that } t_f z \notin L^\alpha\}.
\]
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Let \( p_{\alpha+1} = \text{dim} \Xi^\alpha \). If \( p_{\alpha+1} = 0 \), the state of the system (1) can not be recovered with the method described in this paper and the algorithm stops. Otherwise, there exist \( p_{\alpha+1} \) one-forms \( \varpi_i \) such that \( \Xi^\alpha = \text{span} \{ \varpi_1, ..., \varpi_{p_{\alpha+1}} \} \) and one can define the following vector of fictitious outputs, suitable to the problem (see Proposition 1): \( y^{\alpha+1} = [\varpi_1, ..., \varpi_{p_{\alpha+1}}]^T \). Set \( \left[ h_1^{\alpha+1}, ..., h_{p_{\alpha+1}}^{\alpha+1} \right]^T = \left[ \varpi_1, ..., \varpi_{p_{\alpha+1}} \right]^T \). Go to [a].

If the algorithm stops for some \( \mu_k^* = n \), the change of coordinates \( \phi = \left( z_1^{k*}, ..., z_{\mu_k^*}^{k*} \right)^T \) is well defined and transforms the system into a set of block triangular observable forms similar to (8). The functions \( h_i, l_i, \varphi_i, \kappa_i \) are obtained in each \( i \)-th iteration of the algorithm.

**Remark 2** If the condition (4) is satisfied for the measured outputs of the system (1), \( \mu_1 = n \) after the first iteration of the algorithm and the system is exactly transformed into the form (5) that is usually considered for the design of asymptotic (see e.g. [8, 15]) or robust finite time ([6, 22]) nonlinear observers.

## 4 Estimation of the unknown inputs

If the algorithm ends in a positive way, the unknown inputs can also be obtained in a finite time. Indeed, the use of a finite time observer provides an estimation of the state, say \( \tilde{x} \), and the knowledge of the following quantities (from the last line of each block of the triangular form):

\[
\tilde{\theta}_j^i = L_f^j h_{i+j}^i(\tilde{x}) + \sum_{s=1}^m L_g^s L_f^{s-1} h_{i+j}^i(\tilde{x}) w_s, \quad (9)
\]

for \( 1 \leq j \leq p^i - l^i \), and \( 1 \leq i \leq k^* \). The relations (9) can be rewritten as:

\[
\Lambda(\tilde{x}) w = \Theta(\tilde{x}) \quad \text{with} \quad \Lambda(\tilde{x}) = \begin{pmatrix}
L_{g_1} L_f^{n_1-1} h_{1+1}^1(\tilde{x}) & L_{g_m} L_f^{n_m-1} h_{1+1}^m(\tilde{x}) \\
\vdots & \vdots \\
L_{g_1} L_f^{n_1^* - l^*_1 - 1} h_{k^*}^{k^*_1}(\tilde{x}) & L_{g_m} L_f^{n_m^* - l^*_m - 1} h_{k^*}^{k^*_m}(\tilde{x}) \\
\tilde{\theta}_1^1 - L_f^1 h_{1+1}^1(\tilde{x}) \\
\vdots \\
\tilde{\theta}_{k^*}^{k^*_1} - L_f^{k^*_1} h_{k^*_1}^{k^*_1}(\tilde{x}) \\
\vdots \\
\tilde{\theta}_{k^*}^{k^*_m} - L_f^{k^*_m} h_{k^*_m}^{k^*_m}(\tilde{x})
\end{pmatrix}
\]

\[
\Theta(\tilde{x}) = \begin{pmatrix}
\tilde{\theta}_1 \\
\vdots \\
\tilde{\theta}_{k^*}^{k^*_1} - L_f^{k^*_1} h_{k^*_1}^{k^*_1}(\tilde{x}) \\
\vdots \\
\tilde{\theta}_{k^*}^{k^*_m} - L_f^{k^*_m} h_{k^*_m}^{k^*_m}(\tilde{x})
\end{pmatrix}
\]
Since the distribution span \( \{g_1, \ldots, g_m\} \) is assumed to be nonsingular, the matrix
\[
\Lambda(\tilde{x}) = \begin{bmatrix}
dL_{\kappa_1}^{-1} h_{i_1+1}(\tilde{x}) \\
\vdots \\
dL_{\kappa_i}^{-1} h_{i_i}^{-1}(\tilde{x})
\end{bmatrix} \begin{bmatrix}
g_1 \\
\vdots \\
g_m
\end{bmatrix}
\]
has rank \( m \) on every subset of \( U \) where at least \( m \) one-forms \( dL_{\kappa_i}^{-1} h_{i_j} \) does not belong to \( G^\perp \). Thus, an estimation of the unknown input is given by: \( \hat{w} = \Lambda^+(\tilde{x}) \Theta(\tilde{x}) \) where \( \Lambda^+ \) is a well defined pseudo-inverse of \( \Lambda \).

5 Example

As a way of illustration\(^2\), consider the following nonlinear system subject to the unknown input \( w = [w_1, w_2]^T \)
\[
\begin{align*}
\dot{x}_1 &= x_2 - x_1^3 \\
\dot{x}_2 &= x_3 + x_2^3 - x_2^4 + a(x_3, x_4)w_1 \\
\dot{x}_3 &= x_5 \\
\dot{x}_4 &= -x_4 + x_2^2 + b(x_2, x_3)w_1 \\
\dot{x}_5 &= -x_3 + x_2w_2 \\
\dot{x}_6 &= -x_6 + w_2
\end{align*}
\]
with outputs \( y_1 = x_1, y_2 = x_4 \) and \( y_3 = x_6 \). The scalar functions \( a \) and \( b \) are such that \( a(x_3, x_4) = a_1(x_3)a_2(x_4), \ b(x_2, x_3) = a_1(x_3)b_2(x_2) \) and where \( a(0, 0) \neq 0 \) and \( b(0, 0) \neq 0 \). Moreover, \( b_2(x_2) \neq 0, \forall x_2 \in \mathbb{R} \). For this system, one has \( \rho_1 = 2, \ \rho_2 = \rho_3 = 1 \) and \( \nu_1 = 4, \nu_2 = \nu_3 = 1 \) (as a consequence \( \delta_1 = 2, \delta_2 = \delta_3 = 1 \)).

Thus, the necessary and sufficient condition (4) for a system to be transformed into a form similar to (5) is not fulfilled. Furthermore, the distribution \( G \) is not involutive. As a consequence, the sliding mode observer proposed in [22], where the distribution spanned by the unknown input channels has to be involutive, can not be designed here. However, the procedure proposed in this paper is applicable. The annihilator of \( G \) is given by:
\[
G^\perp = \text{span}\{dx_1, dx_3, b_2dx_2 - a_2dx_4, dx_5 - x_2dx_6\}
\]
In the first step of the algorithm, \( I^1 \) is empty and
\[
\Omega^1 = \text{span}\{dh_1, dL_f h_1, dh_2, dh_3\} = \text{span}\{dx_1, -3x_1^2dx_1 + dx_2, dx_4, dx_6\}
\]
with \( \dim \Omega^1 = 4 < n \). One has
\[
\mathcal{L}^1 = \text{span}\{h_1, L_f h_1, h_2, h_3\} = \text{span}\{x_1, x_2 - x_1^3, x_4, x_6\}
\]
\[
= \text{span}\{x_1, x_2, x_4, x_6\}
\]
\(^2\) A physical application of the proposed algorithm in the field of chaotic synchronization for secure communication can be found in [2].
and \( b_2dx_2 - a_2dx_4 \in \Omega^1_£ \). Then

\[
G^\perp \cap \Omega^1_£ = \text{span}\{dx_1, b_2dx_2 - a_2dx_4\}
\]

\[
\Xi^1 = \text{span}\{b_2dx_2 - a_2dx_4\}.
\]

\( \Xi^1 \neq 0 \) and one can define the following fictitious output:

\[
y^2 = \iota_f(b_2dx_2 - a_2dx_4)
\]

\[
= b_2(x_3 + x_2^2 - x_4^2) - a_2(-x_4 + x_2^2) = b_2(x_2)x_3 \text{mod}[£]
\]

Since \( b_2(x_2) \neq 0 \) for all \( x_2 \), the knowledge of \( y^2 \) is equivalent to the knowledge of \( x_3 \). The second step starts by defining the output vector: \( y^2 = x_3 \). \( T^2 \) is empty and \( \Omega^2 = \text{span}\{dx_1, dx_2, dx_4, dx_5, dx_3, dx_6\} \) with \( \dim \Omega^2 = 6 \). Then, one can define the change of coordinates: \( z = \psi(x) = [x_1, x_2, x_4, x_6, x_3, x_5]^T \). In the new coordinates, the system is rewritten as:

\[
\begin{align*}
\dot{z}_1 &= -z_4 + z_3^2 \\
\dot{z}_2 &= -z_3 + z_5 + x_2^2 + a_1(z_5)a_2(z_3)w_1 \\
\dot{z}_3 &= -z_3 + z_5^2 + a_1(z_5)b_2(z_2)w_1 \\
\dot{z}_4 &= -z_3 + w_2 \\
\dot{z}_5 &= z_6 \\
\dot{z}_6 &= -z_5 + z_2w_2
\end{align*}
\]

(11)

By the means of a finite time observer fed by the original outputs of system (10), i.e. \( y_1 = z_1, y_2 = z_3 \) and \( y_3 = z_4 \), one can recover the state \( z_2 \) and \( z_4 \) as:

\[
\begin{align*}
V_1 &= z_5 + z_2^2 - z_3^3 + a_1(z_5)a_2(z_3)w_1 \\
V_2 &= -z_3 + z_2^2 + a_1(z_5)b_2(z_2)w_1 \\
V_3 &= -z_4 + w_2
\end{align*}
\]

For the sake of place, the design of the observer is not given here. However, the reader can for instance refer to [7] where an example of higher order sliding mode observer, designed for a similar problem in the linear case, can be extended to the problem of nonlinear systems. Then,

\[
y^2 = \iota_f(b_2(z_2)dx_2 - a_2(z_3)dz_3)
\]

\[
= b_2(z_2)(z_5 + z_2^2 - z_3^3 + a_1(z_5)a_2(z_3)w_1 - a_2(z_3)(z_2^2 + a_1(z_5)b_2(z_2)w_1 = b_2(z_2)V_1 - a_2(z_3)V_2 \\
= b_2(z_2)(z_5 + z_2^2 - z_3^3) - a_2(z_3)(-z_3 + z_2^2)
\]

is known after a finite time and \( z_5 = \frac{y^2 + a_2(z_3)(-z_3 + z_2^2)}{b_2(z_2)} + z_3^3 - z_2^2 \) is an available information. Again, a finite time observer leads to the recovery of \( z_6 \). Then, the unknown input can also be obtained since: \( w_1 = \frac{V_1 - z_2 - z_2^2 + z_2^3}{a_2(z_3)a_2(z_3)} \) and \( w_2 = V_3 + z_4 \).
6 Conclusion

In this paper, the problem of the observation of nonlinear systems subject to unknown inputs was considered. An observation algorithm that determines whether it is possible to recover the state and unknown input in finite time was introduced. When the answer is yes, the algorithm provides a change of coordinates that transforms the system in a new type of block triangular observable form well suited to the design of finite time observers. The observability matching condition usually required for the design of nonlinear unknown input observers is relaxed with the proposed method.
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