PyDPI: Freely Available Python Package for Chemoinformatics, Bioinformatics, and Chemogenomics Studies
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ABSTRACT: The rapidly increasing amount of publicly available data in biology and chemistry enables researchers to revisit interaction problems by systematic integration and analysis of heterogeneous data. Herein, we developed a comprehensive python package to emphasize the integration of chemoinformatics and bioinformatics into a molecular informatics platform for drug discovery. PyDPI (drug−protein interaction with Python) is a powerful python toolkit for computing commonly used structural and physicochemical features of proteins and peptides from amino acid sequences, molecular descriptors of drug molecules from their topology, and protein−protein interaction and protein−ligand interaction descriptors. It computes 6 protein feature groups composed of 14 features that include 52 descriptor types and 9890 descriptors, 9 drug feature groups composed of 13 descriptor types that include 615 descriptors. In addition, it provides seven types of molecular fingerprint systems for drug molecules, including topological fingerprints, electro-topological state (E-state) fingerprints, MACCS keys, FP4 keys, atom pair fingerprints, topological torsion fingerprints, and Morgan/circular fingerprints. By combining different types of descriptors from drugs and proteins in different ways, interaction descriptors representing protein−protein or drug−protein interactions could be conveniently generated. These computed descriptors can be widely used in various fields relevant to chemoinformatics, bioinformatics, and chemogenomics. PyDPI is freely available via https://sourceforge.net/projects/pydpicao/.

INTRODUCTION

The emergence of molecular medicine and the elucidation of the human genome in 2001 provided more opportunity to discover new unknown target proteins of drugs.1,2 Now almost all members of a target family are visible and accessible at the DNA sequence level. Targets and ligands associated with a molecular target are no longer viewed as singular objects having no interrelationship, and the systematic exploration of selected target families appears to be a promising way to speed up and further industrialize target-based drug discovery, especially in the target identification and lead finding processes.3,4 The development of high-throughput experimental technology greatly promotes the accessibility of protein−protein interaction and protein−ligand interaction data.5 Several freely available databases that focus on protein−protein and drug−target relations are also emerging in the public sector, such as the Bimolecular Interaction Network Database (BIND),6 the Database of Interaction Proteins (DIP),7 STITCH,8 the Human Protein References Database (HPRD),9 the Therapeutic Target Database (TTD),10 DrugBank,11 ChEMBL,12 Kyoto Encyclopedia of Genes and Genomes (KEGG),13 BindingDB,14 PDSP database, SuperTarget and Matador,15 and so on. The accumulated content of these databases constitutes a gold standard. The rapidly increasing amount of publicly available data in biology and chemistry enables researchers to revisit interaction problems by systematic integration and analysis of these heterogeneous data.

Investigation of interactions is a complex molecular recognition process, which is not only related to the bioinformatics projects that aim at a systematic analysis of the structure and function of proteins that scales to the genome level, but also to the chemoinformatics projects that are devoted to the analysis of structure and chemical activity of drug candidates. More importantly, systematic investigation of generated knowledge in both the biological and chemical knowledge spaces is useful in simultaneously identifying both new targets and their potential ligands.16,17 However, the chemoinformatics and bioinformatics worlds have evolved more or less independently. It is first necessary to establish an integrated molecular informatics platform that links the chemical and biological knowledge spaces.
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To develop a powerful method for studying and predicting interactions, one of the most important things to consider is how to characterize proteins and ligands in interactions and their interaction relations by a descriptor. In the field of bioinformatics, sequence-derived structural and physicochemical features have been widely used in the development of machine learning models for predicting protein structural and functional classes, protein–protein interactions, subcellular locations, and peptides of specific properties. These features are highly useful for representing and distinguishing proteins or peptides of different structural, functional, and interaction profiles. Currently, these structural and physicochemical features of proteins and peptides are also routinely used to characterize target proteins in drug–target pairs and predict new drug–target associations, following the spirit of chemogenomics. Several programs for computing protein structural and physicochemical features have been developed such as PROFEAT, BioJava, PseAAC, etc. However, they are not comprehensive and are limited only to a certain kind of features. Additionally, these are not freely and easily accessible. Of these, BioJava and PseAAC rarely compute several protein descriptors. PROFEAT uses a web-based engine to calculate many protein features; but, its performance is usually limited due to network reasons, and its applications are not convenient due to complicated submission steps and obscure descriptor tags. In the field of chemoinformatics, molecular descriptors for small molecules have frequently been used in QSAR/SAR, virtual screening, drug ADME/T prediction, and other drug discovery processes. These descriptors capture and magnify distinct aspects of molecular topology in order to investigate how molecular structure affects molecular property. Several open sources and commercial software have been developed, including Dragon, CODESSA, Chemistry Development Kit (CDK), Molconn-Z, OpenBabel, Cinfony, Indigo, JOELib, Avogadro, and RDKit. Although a number of tools, which are either open sources or commercial software, have been developed and widely used in two fields, their applications only focus on the analysis of either small molecules or proteins. To the best of our knowledge, there is currently no open source code or tools available for the integration and analysis of the increasingly popular interaction problems.

Here, we describe a comprehensive molecular representation tool, called drug–protein interaction with Python (PyDPI) to emphasize the integration of chemoinformatics and bioinformatics into a chemogenomics platform for drug discovery. PyDPI mainly focuses on the study of molecular representation techniques for not only small molecules and proteins but also interactions of protein–protein and protein–ligand. PyDPI can calculate a large number of structural and physicochemical features of proteins and peptides from amino acid sequences, molecular descriptors of drug molecules from their topology, and protein–protein interaction and drug–protein interaction descriptors. Additionally, it can also compute protein descriptors based on user-defined properties, which are easily accessible from the AAindex database. To easily use the PyDPI utilities and functionalities, we provide a uniform interface in PyDPI to perform data analysis. To introduce and describe PyDPI’s utility and application, we used enzyme–drug interaction data as an example to show that PyDPI can be used as an integral part of an analytical pipeline. Our computational algorithms are extensively tested, and the computed features have also been used in a number of published studies for predicting drug activity and ADME/T properties, proteins of functional classes, protein–protein interactions, and protein–ligand interactions.

MATERIAL AND METHODS

PyDPI Package. PyDPI is a python package, which is licensed under the General Public License (GPL) and is freely
available through the google code web. By developing this package and conforming to the strict guidelines for the user, we are able to utilize and incorporate the corresponding modules to assist in representing various molecular objects. PyDPI for the operation of small molecules builds on RDKit OpenBabel, and Pybel. A schematic overview of PyDPI is given in Figure 1. The 70 page PyDPI manual and 35 page user guide are provided in the Supporting Information as Supporting Material 1 and 2.

PyDPI is a powerful open source package for the extraction of features of complex molecular data. The PyDPI package contains several functions and modules manipulating proteins/peptides and small molecules. According to the difference of processing objects, they are separately included in two directories: drug and protein. Each group of molecular features is separately provided in an individual module, in which a python function corresponds to the computation of a molecular feature. There are six modules corresponding to the calculation of protein/peptide descriptors from six feature groups (i.e., AAComposition, Autocorrelation, CTD, ConjointTriad, QuasiSequenceOrder, PseudoAAC). Likewise, 14 modules corresponding to the calculation of small molecules for 12 feature groups (i.e., constitution, topology, connectivity, estate, kappa, basak, bcut, moreaubroto, moran, geary, charge, molproperty, moe, fingerprint) exist. The detailed instructions for modules and built-in methods are provided in the form of HTML in PyDPI (see Supporting Information Supporting Material 3). The user could use the corresponding function to calculate the molecular feature as needed. However, to conveniently calculate molecular features, PyDPI provides three simple and easy-to-use modules (i.e., pypro, pydrug, pydpi), which are used for easily manipulating protein/peptide molecules, small molecules, and interactions, respectively. The pypro module covers all methods used for computing descriptors of proteins/peptides. Additionally, it also contains a PyPro class, which encapsulates all operations for proteins/peptides. By importing the pypro module, there are two means to compute these structural and physicochemical features from protein or peptide sequences. One is to use the built-in functions. One could import related functions to compute these features as needed. The other is to call the PyPro class. One could construct a PyPro object with a protein sequence input, and then call corresponding methods to calculate these features. Likewise, the pydrug module includes a PyDrug class, which encapsulates all methods used for computing descriptors of small molecules. The pydpi module comprises two classes (PyDPI, PyPPI) that could be used for calculating protein–ligand interaction descriptors and protein–protein interaction descriptors, respectively. According to the applications to different fields such as chemoinformatics, bioinformatics, and chemogenomics, the user could apply related modules to perform corresponding operations. For instance, the researchers interested in performing similarity searching in the database could use the fingerprint functionality in pydrug. The researchers interested in investigating the molecular interaction space could use PyDPI or PyPPI class in pydpi.

In addition to main functionalities mentioned above, PyDPI can also provide a number of supplementary functionalities to facilitate the computation of molecular features. To obtain protein sequences easily, PyDPI provides a GetProteinFromUniprot module and a getpdb module, with which the user could easily get protein sequences from the Uniprot Web site and RCSB PDB Web site by providing IDs or a file containing IDs. A check module is also provided to ensure that the input for subsequent calculation is reliable. To facilitate the accessibility of the property or distance matrix of amino acids, PyDPI provides an AAIndex module, which helps the user automatically download the needed property from the AAIndex database. The output from the AAIndex module could be directly used as the user-defined property to calculate the above-mentioned descriptors, greatly enlarging the applications to our calculated features. Drug or small molecules could be directly downloaded from five databases (KEGG, CAS, PubChem, DrugBank, ChEMBL) by providing corresponding IDs. Furthermore, eight types of similarity measures could be calculated in the fingerprint module to compare the similarity between two molecules by using any molecular fingerprint system.

The PyDPI implementation of each of these algorithms was extensively tested by using a number of test proteins and drug molecules. The computed descriptor values were also compared to the known values for these molecules from different software tools to ensure that the computation is accurate. For drug descriptors, we compared our calculated descriptors with those from Dragon, MOE (Molecular Operating Environment from Chemical Computing Group), or MODEL (Molecular Descriptor Lab). If our calculated descriptor is identical to those from these tools, we will confirm that this descriptor is correctly coded. Protein descriptors can be compared with those from PROFEAT (Protein Feature Server) or the PseAAC server (http://www.csbio.sjtu.edu.cn/bioinf/PseAAC/). Similarly, if our calculated descriptor is identical to those from PROFEAT and PseAAC, we will confirm that this protein descriptor is correctly calculated.

Protein or Peptide Descriptors From Amino Acid Sequences. A list of features for proteins and peptides covered by PyDPI is summarized in Table 1. These features can be divided into six groups, each of which has been independently used for predicting protein- and peptide-related problems by using machine learning methods. Of these, each group corresponds to an individual python module. More detailed description and references can be found in the PyDPI manual (Supporting Information Supporting Material 1).

The first group includes three features: amino acid composition, dipeptide composition, and tripeptide composition, with 3 descriptors and 8420 descriptor values. These descriptors represent the fraction of each amino acid type, dipeptide type, and tripeptide type in a protein sequence. These simplistic descriptors have been used to predict protein fold and structural classes, functional classes, and subcellular locations at accuracy levels of 72–95%, 83–97%, and 79–91%, respectively. All functionalities used for computing these three features are all included in the AAComposition module.

The second group consists of three different autocorrelation features: normalized Moreau–Broto autocorrelation, Moran autocorrelation, and Geary autocorrelation. The autocorrelation features describe the level of correlation between two protein or peptide sequences in terms of their specific structural or physicochemical property. In the default settings of PyDPI, there are eight amino acid properties used for deriving these autocorrelation descriptors. The first is hydrophobicity scale derived from the bulk hydrophobic character for 20 types of amino acids in 60 protein structures. The second is the relative mutability obtained by multiplying the number of observed mutations by the frequency of occurrence of the individual amino acids. The third is the free energy of amino acid solution.
Table 1. List of PyDPI Computed Features for Protein Sequences

<table>
<thead>
<tr>
<th>feature group</th>
<th>features</th>
<th>number of descriptors</th>
</tr>
</thead>
<tbody>
<tr>
<td>amino acid composition</td>
<td>amino acid composition</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>dipeptide composition</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>tripeptide composition</td>
<td>8000</td>
</tr>
<tr>
<td>autocorrelation</td>
<td>normalized Moreau–Broto</td>
<td>240(^a)</td>
</tr>
<tr>
<td></td>
<td>autocorrelation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Moran autocorrelation</td>
<td>240(^a)</td>
</tr>
<tr>
<td></td>
<td>Geary autocorrelation</td>
<td>240(^b)</td>
</tr>
<tr>
<td>CTD</td>
<td>composition</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>transition</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>distribution</td>
<td>105</td>
</tr>
<tr>
<td>conjoint triad</td>
<td>conjoint triad features</td>
<td>343</td>
</tr>
<tr>
<td>quasi-sequence order</td>
<td>sequence order coupling number</td>
<td>60</td>
</tr>
<tr>
<td>pseudo amino acid composition</td>
<td>pseudo amino acid composition</td>
<td>50(^b)</td>
</tr>
<tr>
<td></td>
<td>pseudo amino acid composition</td>
<td>50(^b)</td>
</tr>
</tbody>
</table>

\(^a\)The number depends on the choice of the number of properties of amino acid and the choice of the maximum values of the lag. The default is use eight types of properties and lag = 30. \(^b\)The number depends on the choice of the number of amino acid properties and the choice of the \(\lambda\) value. The default is use three types of properties proposed by Chou et al.\(^48\) and \(\lambda = 30\). The number depends on the choice of the \(\lambda\) value. The default is \(\lambda = 15\).

in water measured by Charton.\(^77\) The fourth is the polarizability parameter computed from the group molar refractivity values originally provided by Charton.\(^77\) The fifth is the residue accessible surface areas taken from average values from folded proteins. The sixth is the steric parameters derived from the van der Waals radius of amino acid side-chain atoms. The seventh is the amino acid residue volumes measured by Bigelow.\(^78\) The eighth is the average flexibility index derived from the statistical average of B-factors of each type of amino acids in the available protein X-ray crystallographic structures. Thus, three autocorrelation features are computed, each having 8 descriptor types and \(8 \times 30 = 240\) descriptors. Autocorrelation descriptors have been used for predicting transmembrane protein types.\(^40\) Protein helix contents,\(^41\) and protein secondary structural contents\(^82\) at accuracy levels of 82–94%, 85%, and 91–94%, respectively. Apart from these descriptors, we can also compute previous descriptors based on user-defined properties, which are easily accessible from the AAindex database. All functionalities used for computing these descriptors are included in the Autocorrelation module.

The third group contains three feature sets: composition (C), transition (T), and distribution (D), with a total of \(3(C) + 3(T) + 5 \times 3(D) = 21\) descriptor types, and 147 descriptors. They represent the amino acid distribution pattern of a specific structural or physicochemical property along a protein or peptide sequence.\(^43\) Seven types of physicochemical properties have been used for calculating these features, including hydrophobicity, polarity, charge, polarizibility, normalized van der Waals volume, secondary structures, and solvent accessibility (see Table 1 in the PyDPI manual). C is the number of amino acids of a particular property (e.g., hydrophobicity) divided by the total number of amino acids in a protein sequence. T characterizes the percent frequency with which amino acids of a particular property is followed by amino acids of a different property. D measures the chain length within which the first, 25%, 50%, 75%, and 100% of the amino acids of a particular property are located, respectively. A detailed step-and-example for calculating CTD descriptors can be found in the PyDPI manual (see Figure 2 in the PyDPI manual). These CTD features have been widely used for predicting protein folds,\(^43\) protein–protein interactions,\(^44\)\(^48\) and protein functional families\(^77\) at accuracy levels of 74–100%, 77–81%, and 67–99%, respectively. All functionalities used for computing CTD descriptors are included in the CTD module.

The fourth group, conjoint triad descriptors, proposed by Shen et al., was originally designed to represent protein–protein interactions.\(^20\) These conjoint triad features abstract the features of protein pairs based on the classification of amino acids. Twenty amino acids were clustered into seven classes according to their dipoles and volumes of side chains (see Table 2 in the PyDPI manual). Herein, the dipoles and volumes of side chains of amino acids, reflecting electrostatic and hydrophobic interactions, were calculated, respectively, by using the density-functional theory method B3LYP/6-31G* and molecular modeling approach. The reason for dividing amino acids into seven groups is that amino acids within the same class likely involve synonymous mutations because of their similar characteristics. The conjoint triad features consider the properties of one amino acid and its neighboring ones and regard any three continuous amino acids as a unit. Thus, the triads can be differentiated according to the classes of amino acids, i.e., triads composed by three amino acids belonging to the same classes could be treated identically. For amino acids that have been catalogued into seven classes, we can finally construct a \(7 \times 7 \times 7 = 343\)-dimensional vector, each dimension of which records the frequency of each triad appearing in the protein sequence. For detailed information on how to calculate these features, please refer to the PyDPI manual. Applying the conjoint triad features to the prediction of protein–protein interactions, the support vector machine based on S-kernel function obtained an average prediction accuracy of 83.90% on test sets. All functionalities used for computing the conjoint triad features are included in the ConjunctTriad module.

The fifth group includes two sequence-order feature sets: one is sequence-order-coupling number with 2 descriptor types and 60 descriptors and the other is quasi-sequence-order with 2 descriptor types and 100 descriptors. These features are derived from both the Schneider–Wrede physicochemical distance matrix and Grantham chemical distance matrix. The sequence-order features can be used for representing amino acid distribution patterns of a specific physicochemical property along a protein or peptide sequence, which have been used for predicting protein subcellular locations\(^46\)\(^47\) at accuracy levels of 72.5–88.9%. All functionalities used for computing sequence-order features are included in the QuasiSequenceOrder module.

The sixth group contains two types of pseudoamino acid compositions (PseAAC): type I PseAAC\(^48\) with 50 descriptors and type II PseAAC (i.e., amphiphilic PseAAC)\(^49\) with 50 descriptors. In simple amino acid composition, all the sequence-order effects are missing. To avoid losing the sequence-order information completely, the concept of PseAAC, developed by Chou,\(^48\) was mainly used to reflect the composition of amino acids and the sequence-order information (at least partially) through a set of correlation factors. PseAAC has been frequently used in improving the
prediction quality for subcellular location of proteins and their other attributes. All functionalities used for computing PseAAC features are included in the pseudoAAC module.

**Molecular Descriptors From Molecular Topology.** Twelve groups of molecular descriptors are calculated to represent drug molecules in PyDPI. A detailed list of descriptors for drug molecules covered by PyDPI is summarized in Table 2. These descriptors capture and magnify distinct aspects of chemical structures. The usefulness of molecular descriptors in the representation of molecular information is reflected in their widespread adoption and use across a broad range of applications and methodologies, as reported in a large number of published articles.50−54 These 12 groups of descriptors are provided in 14 individual modules, respectively.

 Constitutional descriptors consist of 30 descriptors, which are mainly used for characterizing the composition of chemical element type and chemical bond type, path length, hydrogen bond acceptor, and donor in the constitution module. Topology descriptors are those invariants calculated from molecular topological structure, which have been successfully used for predicting molecular physicochemical properties, such as boiling point and retention index. In the topology module, 25 commonly used topological descriptors like Weiner index, Balaban index, Harary index, and Schultz index are computed. Molecular connectivity indices consist of 44 descriptors that reflect simple molecular connectivity and valence connectivity for different path orders, cycle, or cluster size. They are among the most popular indices and are calculated from the vertex degree of the atoms in the H-depleted molecular graph. The connectivity module is responsible for the calculation of all connectivity descriptors. Kappa shape indices are computed through the kappa module, each of which represents a particular shape attribute of the molecule, such as molecular flexibility, molecular steric effect, molecular symmetry, etc. Burden descriptors are originally proposed to address searching for chemical similarity/diversity on large data sets. However, they have been widely applied to various toxicity problems. PyDPI calculates four different Burden matrices weighted by atomic masses, atomic van der Waals volumes, atomic Sanderson electronegatives, and atomic polarizabilities. The first eight highest and the first eight lowest eigenvalues from different Burden matrices are calculated as descriptors. Topological information indices, proposed by Basak, represent the difference of chemical environment of different atoms in a molecule, which have been widely used in various QSAR/QSPR studies. Twenty-one information descriptors could be calculated by PyDPI. Seventy-nine atom-type E-state indices were proposed in the estate module as molecular descriptors encoding topological and electronic information related to particular atom types in the molecule. E-state indices are especially useful in the prediction of drug ADME/T. In addition, the maximum and minimum of E-state values of 79 atom types are also calculated as molecular descriptors in PyDPI. Six commonly used molecular properties are directly used in the molproperty module for representing the molecule, including molar refractivity, LogP based on Crippen method and its square, topological polarity surface area, unsaturation index, and hydrophilic index. Twenty-five charge descriptors are computed based on Gasteiger−Marsili partial charges in the charge module, which describe electronic aspects both of the whole molecule and of particular regions, such as atoms, bonds, and molecular fragments. Electrical charges in the molecule are the driving force of electrostatic interactions, and it is well-known that local electron densities or charges play a fundamental role in many chemical reactions, physicochemical properties, and receptor−ligand binding. Three types of autocorrelation descriptors (i.e., Moreau−Broto, Moran, and Geary) are computed in the three individual modules: moreaubroto, moran, and geary. Four carbon-scaled atomic properties are used to calculate these descriptors, including atomic mass, atomic van der Waals volume, atomic Sanderson electronegativity, and atomic polarizability. Sixty MOE-type descriptors can be computed from connection table information based on atomic contributions to van der Waals surface area, LogP, molar refractivity, partial charge, and E-state value. These descriptors have been frequently applied to the construction of QSAR models for boiling point, vapor pressure, thrombin/factor Xa activity, blood−brain barrier permeability, and compound classification. All functionalities used for computing MOE-type descriptors are included in the moe module.

**Molecular Fingerprints.** Another striking feature we developed into PyDPI is the computation of a number of molecular fingerprints. Molecular fingerprints are string representations of chemical structures, which consist of bins, each bin being a substructure descriptor associated with a specific molecular feature. Seven types of molecular fingerprints are provided in PyDPI, including topological fingerprints, E-state fingerprints, MACCS keys, FP4 keys, atom pairs fingerprints, topological torsion fingerprints, and Morgan/ circular fingerprints. All functionalities used for computing molecular fingerprints are included in the fingerprint module. The usefulness of these molecular fingerprints covered by PyDPI for representing structure features of small molecules have been sufficiently demonstrated by a number of published studies of the development of machine learning classification systems in QSAR/SAR, drug ADME/T prediction,55 similarity searching, clustering, ranking, and classification.

<table>
<thead>
<tr>
<th>feature group</th>
<th>features</th>
<th>number of descriptors</th>
</tr>
</thead>
<tbody>
<tr>
<td>constitution</td>
<td>molecular constitutional descriptors</td>
<td>30</td>
</tr>
<tr>
<td>topology</td>
<td>topological descriptors</td>
<td>25</td>
</tr>
<tr>
<td>connectivity</td>
<td>molecular connectivity indices</td>
<td>44</td>
</tr>
<tr>
<td>E-state</td>
<td>E-state descriptors</td>
<td>237</td>
</tr>
<tr>
<td>kappa</td>
<td>kappa shape descriptors</td>
<td>7</td>
</tr>
<tr>
<td>Burden</td>
<td>Burden descriptors</td>
<td>64</td>
</tr>
<tr>
<td>information</td>
<td>topological information descriptors</td>
<td>21</td>
</tr>
<tr>
<td>autocorrelation</td>
<td>Moreau−Broto autocorrelation</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>Moran autocorrelation</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>Geary autocorrelation</td>
<td>32</td>
</tr>
<tr>
<td>charge</td>
<td>charge descriptors</td>
<td>25</td>
</tr>
<tr>
<td>property</td>
<td>molecular property</td>
<td>6</td>
</tr>
<tr>
<td>MOE-type</td>
<td>MOE-type descriptors</td>
<td>60</td>
</tr>
<tr>
<td>fingerprints</td>
<td>topological fingerprints</td>
<td>2048</td>
</tr>
<tr>
<td></td>
<td>MACCS keys</td>
<td>166</td>
</tr>
<tr>
<td></td>
<td>FP4 keys</td>
<td>307</td>
</tr>
<tr>
<td></td>
<td>E-state fingerprints</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>atom pairs fingerprints</td>
<td></td>
</tr>
<tr>
<td></td>
<td>topological torsions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Morgan fingerprints</td>
<td></td>
</tr>
</tbody>
</table>
The most commonly used class of fingerprints are Daylight-type topological fingerprints, which are proposed through Daylight Chemical Information Systems. This type of topological fingerprints use features based upon the presence of paths of varying lengths containing specific atom types. This generates a sparse binary vector, which is commonly folded to a bitset of specified size (e.g., 1024 or 2048) to reduce its size for ease of manipulation. Daylight-type topological fingerprints are mainly designed for substructure and similarity searching.

The next three fingerprints (E-state fingerprints, FP4 fingerprints, and MACCS fingerprints) are strictly some structural keys which define the presence or absence of predefined structural fragments, encoding this information in an array of binary values. These structural keys greatly rely on the use of a predefined fragment dictionary during practical applications. E-state fingerprints contain 79 substructure patterns, defined by Kier and Hall. The dictionary of FP4 fingerprints contains 307 mostly common substructure patterns. It is originally written in an attempt to represent the classification of organic compounds from the viewpoint of an organic chemist. The MACCS fingerprints use a dictionary of MDL keys, which contains a set of 166 mostly common substructure features. These are referred to as the MDL public MACCS keys. These three types of fingerprints have shown a high prediction quality in classifying drug ADME/T properties.55–57

An atom pair can be defined as a substructure composed of two non-hydrogen atoms and an interatomic separation as follows: \( \langle \text{atom 1 description} \rangle - \langle \text{separation} \rangle - \langle \text{atom 2 description} \rangle \). The two atoms in an atom pair need not be directly connected. The \( \langle \text{separation} \rangle \) tells how far apart they are, measured as the number of atoms in the shortest bond-by-bond path that contains both atoms 1 and 2. The \( \langle \text{description} \rangle \) of each atom tells its chemical type, the number of non-hydrogen atoms attached to it, and the number of bonding \( \pi \) electrons that it bears. Only the common atom types C, O, N, S, F, Cl, Br, I, P, Si, B, Se, and generic symbol “Y” (atoms of any other type) are used. The atom pair fingerprints can capture possible long-range correlations between atoms in active molecules.58

Topological torsion can be defined as a linear sequence of four consecutively bonded non-hydrogen atoms, each described by its atomic type, the number of non-hydrogen branches attached to it, and its number of \( \pi \) electron pairs.59

Schematically, the topological torsion can be illustrated as follows: \( \langle \text{NPI-TYPE-NBR} \rangle - \langle \text{NPI-TYPE-NBR} \rangle - \langle \text{NPI-TYPE-NBR} \rangle \). Where NPI indicates the number of \( \pi \) electrons on each atom, TYPE indicates the atomic species, and NBR is the number of non-hydrogen branches. The topological torsion fingerprints were inspired by the fact that the torsion angle (defined by four consecutively bonded atoms) is the minimal structural unit in terms of which the conformation of a molecule can be completely described. Unlike atom pair fingerprints, topological torsion fingerprints are a type of short-range descriptors.

Each Morgan feature represents a circular substructure around a center atom.60 The algorithm starts with the initial atom identifier of the center atom and grows a circular substructure around this atom throughout a defined number of iterations (i.e., search depth). For each round, the current extended version of the feature is added to the final set of features. Morgan fingerprints are closely related to the extended-connectivity fingerprints. In PyDPI, we could compute different extended-connectivity fingerprints by assigning the search depth.

**Protein–Protein Interaction Descriptors.** Let \( \mathbf{F}_\text{a} = \{ \mathbf{F}_\text{a}(i), i = 1, 2, \ldots, p \} \) and \( \mathbf{F}_\text{b} = \{ \mathbf{F}_\text{b}(i), i = 1, 2, \ldots, p \} \) are the two descriptor vectors for interaction protein A and protein B, respectively. There are three methods to construct the interaction descriptor vector \( \mathbf{F} \) for A and B:

1. Two vectors \( \mathbf{F}_\text{a} \) and \( \mathbf{F}_\text{b} \) with dimension of \( 2p \) are constructed: \( \mathbf{F} = (\mathbf{F}_\text{a}, \mathbf{F}_\text{b}) \) for interaction between protein A and protein B and \( \mathbf{F}_\text{a} = (\mathbf{F}_\text{a}, \mathbf{F}_\text{a}) \) for interaction between protein B and protein A.

2. One vector \( \mathbf{F} \) with dimension of \( 2p \) is constructed: \( \mathbf{F} = \{ \mathbf{F}_\text{a}(i) + \mathbf{F}_\text{b}(i), \mathbf{F}_\text{a}(i) \times \mathbf{F}_\text{b}(i), i = 1, 2, \ldots, p \} \).

3. One vector \( \mathbf{F} \) with dimension of \( p^2 \) is constructed by the tensor product: \( \mathbf{F} = \{ \mathbf{F}(k) = \mathbf{F}_\text{a}(i) \times \mathbf{F}_\text{b}(j), i = 1, 2, \ldots, p, j = 1, 2, \ldots, p, k = (i - 1) \times p + j \} \).

**Protein–Ligand Interaction Descriptors.** There are two methods for construction of descriptor vector \( \mathbf{F} \) for protein–ligand interaction from the protein descriptor vector \( \mathbf{F}_\text{p} = \{ \mathbf{F}_\text{p}(i), i = 1, 2, \ldots, p \} \) and ligand descriptor vector \( \mathbf{F}_\text{d} = \{ \mathbf{F}_\text{d}(i), i = 1, 2, \ldots, p \} \):

1. One vector \( \mathbf{V} \) with dimension of \( p_\text{t} + p_\text{d} \) are constructed: \( \mathbf{F} = (\mathbf{F}_\text{t}, \mathbf{F}_\text{d}) \) for interaction between protein T and ligand D.

2. One vector \( \mathbf{V} \) with dimension of \( p_\text{t} \times p_\text{d} \) is constructed by the tensor product: \( \mathbf{F} = \{ \mathbf{F}(k) = \mathbf{F}_\text{t}(i) \times \mathbf{F}_\text{d}(j), i = 1, 2, \ldots, p_\text{t}, j = 1, 2, \ldots, p_\text{d}, k = (i - 1) \times p_\text{d} + j \} \).

**Data.** To illustrate the application of PyDPI, enzyme–drug interaction data previously used by Yamanishi et al. was chosen as an example.61 This data set is composed of 445 known drugs and 664 target proteins, with 2926 associated drug-target interactions. Generally speaking, drug–target interaction networks can be conveniently modeled as a bipartite graph, where the nodes are target proteins or drug molecules and edges represent drug–target interactions. Initially, the graph only contains some edges that describe the real drug–target interactions determined by experiments. In our study, all 2926 drug–target interaction pairs are used as the positive examples. The corresponding negative examples were derived from the above positive examples as follows: (1) separate the pairs in positive samples into single drugs and proteins; (2) recouple these singles into pairs in a way that none of them occur in the positive data set. However, for a completely connected bipartite graph, \( 445 \times 664 = 295 480 \) connections (i.e., interaction pairs) exist. Therefore, the possible number of negative samples (e.g., \( 295 480 - 2926 = 292 554 \)) is significantly larger than the number of positive samples (e.g., 2926). To overcome the bias caused by unbalanced problems, we randomly picked the negative pairs formed above until they reached the number of positive pairs. Fifty of the constructed negative data sets are randomly generated to demonstrate the stability of predictive results (see the Supporting Information Supporting Material 4).

**Random Forest.** Random forest (RF), developed by Bremain and Culter, is capable of describing the relationship between independent and dependent variables with high flexibility and sufficient accuracy. RF has been successfully applied in many biological contexts: cancer tissue classification, protein domain classification, nucleosome positioning, etc. An extended depiction and study of theory on RF can be found on the Web site of Bremain79 or the papers of Svetnik et al.80 The RF algorithm grows a collection, called a forest, of the
unpruned classification trees and uses these for classifying a data point into one of the classes. Two types of randomness, bootstrap sampling of samples and random selection of input features, are used in the algorithm to make sure that the classification trees grown in the forest are dissimilar and uncorrelated from each other. A forest is grown by using ntree bootstrapped samples, each of size N randomly drawn from the original data of N training samples with replacement. The first type of randomization helps to build an ensemble of trees and to increase diversity among the trees. In each bootstrap sample, about two-thirds of the original training samples are used to grow a classification tree. About one-third of the samples are left, called out of bag (OOB) samples. These samples are used to obtain unbiased estimates of correct classification rates and feature importance measure. The second type of randomness is used during building each tree. For each node of a tree, the RF algorithm randomly selects mtry features and uses only them to determine the best possible split using the Gini index as the splitting criterion. Predictions for test data are carried out either by the majority vote of classification trees or are based on a threshold selected by the user. The number of trees (ntree) to be grown is chosen appropriately to achieve low error rate of convergence. Finally, RF can produce scores or probability outputs that serve to rank predictions according to confidence and have a useful probabilistic interpretation.

## RESULTS

To construct a predictive model, we first use our developed PyDPI to represent each drug–target pair. To calculate the descriptors of a drug–target pair, two inputs are required: a protein sequence and a drug structure. However, in view of the supply of molecular IDs in a large interaction data set, PyDPI provides separate download modules to help the user obtain the required molecular structure. Thus, we could automatically download all 445 drugs and 664 target proteins from KEGG according to their corresponding IDs by PyDPI. All target proteins are then saved in an independent .txt file, and each protein is represented by its amino acid sequence in a line. All drug molecules are saved as .sdf file format and, then, are further transformed as .smi file format so as to conveniently cope with them. By PyDPI, all previous steps are automatic and easy. The use of PyDPI greatly facilitates the building of predictive models for protein–ligand interactions.

Once we prepare these two structure files for proteins and drugs, we can conveniently compute the structural and physicochemical features from enzyme sequences and various molecular descriptors from drug structures, respectively. These computed features from enzymes and drugs can finally be used to calculate the drug–target interaction features according to different interaction representation methods. Investigation of interactions between proteins and ligands is a complex molecular recognition process, which is influenced or dominated by different types of structural factors from ligands and proteins, such as, for drugs, molecular constitution, topology, shape, charge, substructures, and so on; for proteins, shape of the binding site, amino acid composition, secondary structure, hydrophobicity, polarity, polarizability, and interaction energy, and so on. Large-scale study of interactions between proteins and ligands thereby need to consider as many influence factors as possible. Due to complex molecular recognition mechanisms between enzymes and drugs, a complete set of features was used to characterize the enzymes and drugs. Here, for enzyme sequences, 667 structural and physicochemical features were computed, including 20 amino acid composition features, 240 Geary autocorrelation features, 147 CTD features, 60 sequence order coupling numbers, 100 quasi-sequence order descriptors, and 100 PseAAC descriptors. For drug molecules, we computed 696 descriptors, including 30 constitution descriptors, 25 topological descriptors, 44 connectivity indices, 237 E-state descriptors, 7 kappa shape features, 96 autocorrelation descriptors (Moreau–Broto, Moran, Geary), 25 charge descriptors, 6 molecular properties, 60 MOE-type descriptors, and 166 MACCS structural keys.

Finally, these features from enzymes and drugs were combined to generate 667 + 696 = 1363 interaction descriptors, as described above. All calculations for protein features, drug features, and interaction features are very simple when using PyDPI.

We employed the random forest (RF) algorithm to construct our predictive model because of its excellent reputation among the bioinformatics communities.62,63 The Random Forest package in R, developed by Breiman and Cutler, was used to build the RF prediction models (The randomForest package is freely available at http://cran.r-project.org/web/packages/randomForest/index.html). As in other multivariate statistical models, the performance of RF for classification depends on the combination of several parameters. In general, RF involves two parameters: the number of randomly selected variables (mtry) and the number of trees grown (ntree), which need to be further optimized. mtry is a regularization parameter that controls the trade-off between accuracy of individual trees and diversity of individual trees, ranging from 1 to the total number of the variables (p). A commendatory value for mtry in classification problems is usually taken to be the square root of the total number of variables (√p). To achieve the better performance, we screen mtry values ranging from 20 to 150 with a step of 5. Normally, the performance of a classification model might be severely affected if some irrelevant features are not removed prior to the model training. However, it has been shown that the feature selection is not quite necessary in the RF model, as the OOB error is used for estimating feature importance. We also select an appropriate number of trees to be grown to achieve a low error rate of convergence. We finally found that ensemble of 600 decision trees (ntree = 600) can generally obtain a steady and low error rate. The optimal model was determined using OOB error estimate as an objective function.

To evaluate classification performance, we first used a 5-fold cross validation method. Initially, the whole data set to be classified was randomly partitioned into five subsets. One subset was reserved as a validation data set, and the classifier was trained in the remaining four subsets. The constructed classifier was then used to predict the reserved validation data set to obtain its accuracy. The process was repeated five times so that every drug–target association was classified. Between there is a trade-off between sensitivity and specificity, we measure the quality of the classifier by calculating the area under the receiver operator characteristic (ROC) curve (auROC). An ROC curve shows the false-positive rate along the x-axis and the true-positive rate along the y-axis, as the classification threshold varies for declaring a prediction to be a real site. A model with no predictive ability would yield the diagonal line. The closer the auROC is to 1, the greater the predictive ability of the model is.

With the best parameter set in RF, the RF can successfully distinguish the drug–target interactions with auROC = 0.967 ±
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0.011 and prediction accuracy of 89.76% ± 1.54%. The sensitivity and specificity of the RF model is 91.13% ± 1.43% and 88.34% ± 2.16%, respectively. The ROC curve reveals a false positive rate of 16% at a sensitivity of 90%. This is significantly better than the false positive rate of 90% from random predictions at this sensitivity (p-value < 10^−37). It can be seen from Figure 2 that the ROC curves of 50 models are very robust, suggesting a real model predictivity. The results are also comparative to or even better than those from other published studies.64,65

To further demonstrate the prediction capability of our models, our models should also be validated by predicting the labels of other interactions not used in the training set, but whose labels are known (i.e., independent test set). The major difference between cross-validation and independent test is that the chemicals selected in the latter case are in a sense random. This provides a more robust evaluation of the model's prediction capability for untested interactions than cross-validation. Thus, the total data is further split into the training set of 4400 interactions and the independent test set of 1452 interactions randomly. The training set is used to reconstruct RF model, and then, the independent test set is used for assessing the predictive performance of RF. In order to demonstrate the stability and reliability of our prediction, this process is repeated ten times to avoid the influence of random partition (see the Supporting Information Supporting Material S). The prediction results show that the RF model obtained prediction accuracy of 87.48% ± 2.47%, sensitivity of 90.16% ± 1.86%, and specificity of 85.86% ± 2.54%, respectively. These results are consistent with those from 5-fold cross validation. Together with the results by 5-fold cross validation, these results by the independent test set strongly indicate that our RF model is very predictive and robust.

■ DISCUSSION

Considering the amazing rate at which data are accumulated in the fields of chemistry and biology, new tools that process and interpret large and complex data are increasingly important. However, to our knowledge, no open source or freely available tool exists to perform these functions. The proposed toolkit makes a step in this direction providing a way to fully integrate information from chemical space and biology space into a pharmacologic space. PyDPI is a powerful open source package for the extraction of features of complex molecular data. After representation, different statistical learning tools can be applied for further analysis and visualization of the data. The case study shows how PyDPI was used to describe drug–target pairs and establish a model in a routing way. The application domain of PyDPI is not limited to the interaction data. It can be applied to a broad range of scientific fields such as QSAR/SAR, database search, diversity analysis, virtual screening, protein function/structure/family classification, subcellular locations, protein–protein interactions, protein–ligand interactions, chemogenomics, and proteochemometrics. We expect that PyDPI will better assist pharmacologists and biologists in characterizing, analyzing, and comparing complex molecular objects.

The current version of PyDPI has a number of strengths that make them useful for a wide variety of applications in computational biology. The usefulness of the features covered by PyDPI has been extensively tested by a number of published studies of the development of statistical learning algorithms for predicting protein structural and functional classes, protein–protein interactions, subcellular locations, and peptides of specific properties. Several web-based servers have been established to perform these tasks such as SVM-Prot65 and Cell-Ploc.21 The similarity principle is prominent in medicinal chemistry, although it is well-known as the similarity paradox, i.e., those very minor changes in chemical structure can result in total loss of activity. On the basis of different similarities, various molecular fingerprint systems were used for identifying novel drug targets.66 Campillos et al.67 proposed a novel method to identify new targets based on the similarity of side effects by Daylight-type topological fingerprints. A method to predict protein targets based on chemical similarity of their ligands was proposed by Keiser et al. by Daylight-type topological fingerprints and extended-connectivity fingerprints.68–70 A number of studies have been performed on the modeling of the interaction of GPCR with a diverse set of ligands using a proteochemometrics approach, which aims at finding an empirical relation that describes the interaction activities of the biopolymer–molecule pairs as accurately as possible, based on a unified description of the physicochemical properties of the primary amino acid sequences of proteins, and the description of the physicochemical properties of the ligands that may interact with the proteins.71–73 The results showed that building accurate, robust, and interpretable models for predicting the affinity data is totally possible, provided that suitable representations for proteins and ligands are used.74,75 Moreover, a further analysis showed that the model quality greatly depended on the sequence homology of proteins, and the model was very predictive only for proteins that had similar counterparts remaining in the model.76

The main advantages of our proposed approach are summarized as follows: (1) PyDPI contains a selection of molecular features to analyze, classify, and compare complex molecular objects. They facilitate the exploitation of machine learning techniques to drive hypothesis from complex protein/peptide data sets, small molecule data sets, and interaction data sets. (2) Due to the application of dictionary form in PyDPI, the meaning of each descriptor is clear and explicit. This helps...
the researcher to interpret the model. (3) The PyDPI package can be easily applied to the construction of web-based servers that are used for solving various chemical and biological problems such as database searching, protein function/classes/family prediction, interaction prediction, and drug ADME/T prediction, etc. (4) PyDPI provides various interfaces to several popular databases such as KEGG, PubChem, Drugbank, Uniprot, etc., greatly facilitating the accessibility of molecular structure.

Owing to the modular structure of PyDPI, extensions or new functionalities can be implemented easily without complex and time-consuming alterations of the source code. In future work, we plan to apply the integrated features on various biological research questions and to extend the range of functions with new promising descriptors for the coming versions of PyDPI.
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