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ABSTRACT

The problem of accurately predicting the energy production from renewable sources has recently received an increasing attention from both the industrial and the research communities. It presents several challenges, such as facing with the rate data are provided by sensors, the heterogeneity of the data collected, power plants efficiency, as well as uncontrollable factors, such as weather conditions and user consumption profiles. In this paper we describe Vi-POC (Virtual Power Operating Center), a project conceived to assist energy producers and decision makers in the energy market. In this paper we present the Vi-POC project and how we face with challenges posed by the specific application. The solutions we propose have roots both in big data management and in stream data mining.

1. INTRODUCTION

Due to the continuous improvement in data generation techniques and the widespread use of pervasive tools like sensor networks, a huge volume of heterogeneous, stream-based and complex data are generated every day. These data are currently referred as Big Data and they are receiving a great deal of attention as the above mentioned features make their management quite intriguing in order to create value from data[1, 14, 15, 17]. Indeed, we have to deal with several problems starting from data acquisition phase until useful analysis are performed [12]. In particular, the data being collected at high rates from different sources require us to make decisions, currently in an ad-hoc manner, about what data to keep and what to discard, and how to store what we keep reliably with the right metadata. Moreover, many problems arise also when choosing the proper pre-elaboration for data to be analyzed. Indeed, we need to cope with the following aspects: Structure: Data are often generated in an unstructured format (e.g., in sensor networks, data can be generated by heterogeneous sensors, possibly because of different vendors); Semantic: Data may refer to different concepts (e.g., in sensor networks, data can refer to different physical properties which are observed for different purposes); Integration: Data value increases considerably when target data sources can be linked with other data sources, thus data integration is crucial.

The main challenge is to organize and model data in order to improve later linkage, querying, retrieval and analysis of previously created data. In particular, data analysis could be a bottleneck in many applications, both due to lack of scalability of the underlying algorithms and due to the complexity of the data that needs to be analyzed. Finally, presentation of the results and its interpretation by domain experts is crucial for extracting actionable knowledge.

All these issues are considered in the project Vi-POC (Virtual Power Operating Center), where we deal with big data generated in a key sector of economics such as the energy market, with a particular attention to the renewable energy market. Indeed, renewable energy is actually a strategic sector for all the European countries, due to the strategic and urgent need of reducing pollution emission as well as reducing countries’ energy dependency. In this perspective, Vi-POC provides a framework for collecting, storing, analyzing, querying and retrieving data coming from heterogeneous renewable energy production plants (such as photovoltaic, wind, geothermal, Stirling engine, water running) distributed on a wide territory. Moreover, Vi-POC implements an innovative system for real-time prediction of the energy production. More in detail, it exploits big data technologies in order to effectively manage data coming from heterogeneous sources, possibly of different nature (i.e., photovoltaic plants generate different data from those generated by wind plants). Indeed, we decouple the model and the energy source in order to make the system flexible and scalable. Due to the heterogeneity and high volume of data being analyzed, Vi-POC exploits suitable big data analysis techniques in order to perform a quick and secure access to data that cannot be managed with the traditional data management approaches. Moreover, Vi-POC is intended to refine (i.e., making more efficient, effective and reliable)
raw predictions usually available from national electric authorities. This will lead to two key advantages: the definition 1) of a better offer for the energy market and 2) of an accurate purchase strategy.

Furthermore, the prototype could be useful for main players of the energy market such as the distributors and smaller companies that act between offer (trailer) and request in the supply chain in order to build better supply planning for their customers. Moreover, the synergy between modern renewable energy production sites and advanced technologies for data storage and analysis allow a continuous monitoring of the production process. We define suitable acquisition and storage models tailored for the production process in order to analyze data both in real time and batch mode with the goal of helping the strategy management in a crucial way.

2. PREDICTIVE MODELS

In a market organization of the energy business, the power contribution of single sources (especially from renewable energy) becomes important in defining the price in the daily or hourly market: variations in the estimated generated power will influence the final clearing price [4]. For this reason, it is demanding to monitor the production and consumption of energy, both at the local and global level, store historical data and design new and reliable prediction tools. In the literature, researchers typically distinguish between two classes of approaches: statistical and physical. While in the latter, the idea is that of refining numerical weather prediction (NWP) forecast with physical considerations (e.g. obstacles, orography) [13][9], the former is based on models which establish a relationship between historical values and forecasted variables. These last approaches may take or not into account NWP data.

Methodologically, there are approaches which are based on time series [7] and approaches that learn adaptive models [4]. In this respect, the adaptive models are generally considered to produce more reliable predictions, especially regarding to concept drift, but require a continuous training phase. For this reason, we resort to the approaches where adaptive models are proposed. For example, in [16], the estimation of the model parameters is based on an exponential weighted adaptive recursive least squares controlled by a forgetting factor. A different solution is proposed in [20], where a recursive method for the estimation of the local model coefficients of a linear regression function is proposed. In this case, the time dependence of the cost function is ensured by exponential forgetting of past observations. In [11] the author uses a stochastic gradient for online training of neural networks in wind power forecasting. Another work which uses neural networks is [3], where the authors train local recurrent neural networks of online learning algorithms based on the recursive prediction error. Bacher et al. [2] propose to forecast the average output power of rooftop PV systems by considering past measurements of the average power and NWP forecasts as inputs to an autoregressive model with exogenous input (ARX).

Sharma et al. [21] consider the impact of the weather conditions explicitly and used an SVM classifier in conjunction with a RBF kernel to predict solar irradiation. Bofinger et al. [5] propose an algorithm where the forecasts of an European weather prediction center (of midrange weathers) were refined by local statistical models to obtain a fine tuned forecast. Other works on temporal modeling with applications to sustainability focus on motif mining. For example, Patnaik et al. [18] proposed a novel approach to convert multivariate time-series data into a stream of symbols and mine frequent episodes in the stream to characterize sustainable regions of operation in a data center. Finally, Chakraborty et al. [7] propose a Bayesian ensemble which involves three diverse predictors, that is, naïve Bayes, $K$-NN and sequence prediction.

However, most of the work referenced before operate in an offline mode. An exception is represented by [4], where training is performed online, according to the more general stream mining setting. The solution presented in this work is based on neural networks and the idea is that of adopting entropy concepts for their training. In particular, they combine Renyi's entropy with a Parzen window estimation of the error pdf as basis for training. Although results presented in such work are very competitive, the presented does not consider the autocorrelation phenomenon, according to which users (both energy suppliers and energy consumers) of the same type, located at close sites, tend to share similar properties on the basis of, for example, weather conditions in the area they are located. Indeed, spatial proximity of sensors introduce autocorrelation in functional annotations and lead to the violation of the assumption that instances are independently and identically distributed (i.i.d.), which underlines most data mining algorithms. Although the explicit consideration of these relations brings additional complexity to the learning process, they also provide benefits in predictive accuracy of learned classifiers [23][22].

[3] is the only work which considers autocorrelation, but still working offline. In any case, none of the works mentioned before face with the issues raised by the Big Data context.

3. SYSTEM ARCHITECTURE

In this section we will describe VI-POC (Virtual Power Operating Center), an innovative system for supporting energy production forecasting from renewable energy sources. VI-POC is intended to fill an operational gap between the production layer and the management layer in the considered market. Fig. 1 shows the role played by VI-POC system in a real energy market scenario. VI-POC system collects data from different production plants. These data are enriched by weather forecast data that will be exploited for prediction purposes. The system analyzes the collected data and provides predictive information that are used by trading centers in order to assist activities as buying and selling energy. Obtaining more accurate information is a crucial need of companies operating on the energy market as they can obtain competitive advantages when performing an energy trade on the energy stock market.

Vi-POC achieves his goal by monitoring several production sites exploiting really different technology as mentioned above. Indeed, we gather information about the installed energy production modules, the manufacturers, the construction features and, (very important) their geographical position. Therefore, VI-POC aims to create an automatized environment able to assist real-time monitoring of
the distributed network of production sites. This activity leads to the production of huge amount of data that has to be properly analyzed. To this end, Vi-POC architecture is rather complex and includes several subsystems as depicted in Fig. 2.

First of all, remote systems may not have a built-in monitoring systems or it could be not adequate, thus we need to install at the production site a remote agent called Remote Terminal Unit (RTU). This agent collects raw data generated by different devices depending on their operating mode. As data are collected they are pre-processed locally, then they are sent to the central system through one of the available communication networks made available. At the central site, the Distributed Integration Layer is devoted to collect data coming from remote RTUs. As mentioned above data are produced at high rates thus traditional data storage approaches may lead to inefficiency, thus we need to exploit a different paradigm, namely a Big Data approach that is most suited for dealing with high volumes and heterogeneous data. As data are organized according to the chosen model they are analysed by the Big Data Processing Engine, that is responsible for processing the stored data stored by the implemented prediction algorithms. Through this chain raw data are extracted, transformed and loaded in order to analyze them according to the chosen model they are analysed by the Big Data Processing Engine. Therefore, it becomes necessary to resort to Data Mining solutions which work at different levels of granularity (both spatial and temporal) to make the results of the analysis more easily understandable by non-experts.

3.1 Forecasting Module

Forecast may apply to a single renewable power generation system, or refer to the aggregation of large numbers of systems spread over an extended geographic area. Accordingly, different forecasting methods are used [19]. Forecasting methods also depend on the tools and information available to forecasters, such as data from weather data and NWP outputs. Therefore, it becomes necessary to resort to Data Mining solutions which, on the basis of historical data of different nature, are able to forecast energy production.

In the literature, several data mining approaches have been proposed for power forecasting from renewable energy plants. Such algorithms, however, suffer from the non-adequate management of the autocorrelation phenomenon. Moreover, it has been recognized that physical (e.g. wind speed and solar irradiation) properties behavior exhibit a trail called concept drift which, in the vocabulary of data stream mining, means that they change characteristics over time [4]. To take into account concept drift and, thus, deal with non-stationarity of data, we will consider adaptive model models [4] whose training phase demands for more complex underlying architectures, such as those of Big Data, in order to guarantee the possibility of processing, at high speed, big volumes of data.

Recently, several approaches that combine both the spatial and the temporal dimensions [10] from data produced as a stream, for power prediction from renewable energy plants have been proposed (see, for wind power prediction [8]). However, most of them do not take the spatial autocorrelation phenomenon into account and, thus, do not exploit the spatial structure of the data [6].

Novelties of the methods that will be studied, designed and implemented in the context of the project are in: i) The possibility of considering the autocorrelation phenomenon. In this respect, weather conditions (e.g. quantity of rain, quantity of snow, wind direction and wind speed, temperature, solar radiation) are of fundamental importance for forecasting purposes. ii) The possibility of considering the real time and temporal nature of the data. This demands for efficient solutions which perform a quasi-real time analysis. iii) The consideration of the noisy nature of the data. In fact, data that are collected by sensors can be never transmitted because of some (temporary) technical problems. This demands for solutions which work with missing data and missing labels, such as semi-supervised learning approaches [24]. iv) The semi-supervised learning setting also allows us to combine both the past history and forecasted values for weather conditions. This last aspect has been recently considered of fundamental importance of output power prediction [7]. v) The possibility to work with large and diversified data. This demands for methods which work at different levels of granularity (both spatial and temporal) to make the results of the analysis more easily understandable by non-experts.

3.2 Big Data Analysis Module

In this section we present the architecture of our analysis engine. It effectively exploits the efficient column-oriented storage model, the scalability of NoSQL systems and the OLAP server Mondrian. More in detail, the system depicted in Fig. 3 is composed by three modules: 1) Mondrian as OLAP Server, 2) Hive as Query Executor on Hadoop MapReduce, 3) HBase as NoSQL Data Storage. We choose to combine Mondrian and Hive in order to guarantee the distributed processing of queries across multiple nodes of our
cluster composed of 20 (sixteen core each) nodes. We take also advantage of the usage of SQL as a common language for both the sub-systems. Moreover, the combined use of HBase and Hive allows to overcome some speed limitations of Hive thus accelerating data access and querying. The latter is obtained by exploiting HBase main features such as vertical partitioning into Column Families, horizontal partitioning into Regions, replication, realtime access and indexing. We point out here that the integration of these systems is far from being trivial as we need to take into account the different features of each module. As regards the OLAP analysis, Mondrian issues SQL queries to Hive that translates them into MapReduce jobs, that access data stored in HBase through a JDBC driver. It performs the mapping of SQL commands to HBase commands (e.g. get, put, scan, delete). In order to guarantee scalability, Mondrian propose two different solutions. The first solution is based on the so called aggregate tables. These tables contains pre-aggregate data. As an example, suppose that the system stores information about sales at hourly granularity level, but manager is interested to perform analysis having daily and weekly granularity level. We can create an aggregate table storing information at those granularity levels. The latter will result in a reduced size of data being returned when querying the repository. A second approach is based on caching. Indeed, Mondrian allows to cache schema, members, and segments (the objects used for aggregating data). This means that as data are queried they are materialized.

The proposed architecture provides a complete tool for Big Data analysis that allows user to specify queries in a simple way disregarding the complexity of the data acquisition and cleaning.

4. CONCLUSION AND FUTURE WORK

In this paper we presented a framework for end-to-end analysis of Big Data. Besides to general approaches for Big data management we designed a tool tailored for a key real life scenario, i.e. the renewable energy market. Our effort was in managing the Big Data life cycle in the target scenario, from the data loading with Kettle to the data analysis with Mondrian. This makes Vi-POC suitable for the application of data stream mining algorithms which guarantee high-accuracy predictions. As a future work we will work to the definition of a new query language for Mondrian and new predictive algorithms. Indeed, we are investigating the possibility to focus on “hot” queries (e.g. count on a specific dimension that results particularly relevant) in order to achieve higher efficiency.
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