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Abstract
The correct-by-construction approach can be supported by a progressive and incremental process controlled by the refinement of models of programs. We explore the EVENT B modelling language to illustrate the expression of our methodological proposal using proof-based patterns called guidelines. The main objective is to facilitate the correct-by-construction approach for designing classical sequential algorithms. We address the description of guidelines for the design of programs and algorithms and the integration of proof-based aspects using the RODIN platform. More precisely, we introduce several methodological steps identified during the development of case studies, and we propose auxiliary notions, such as refinement diagrams, for guiding users during problem analysis. A general structure characterizes the relationship between the contract, the EVENT B, and the developed algorithm using a specific application of EVENT B models and refinement. We simplify the translation of EVENT B models into algorithmic elements by promoting the use of recursive constructs. The resulting algorithm is proved to be sound with respect to the pre/post specification, namely, the contract. Applications rely on a dynamic programming technique that illustrates the applicability of these patterns based on a call-as-event relationship. Each proof-based development is validated using the RODIN platform. Our paper contributes to the development of patterns for assisting the proof-based development of algorithmic systems.
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1 Introduction
1.1 Overview
The development of programs is carried out using either bottom-up techniques or top-down techniques, and our main goal is to develop correct programs from specifications using refinement and proofs. More precisely, we explore the use of proof-based patterns for aiding and assisting programmers who are prepared to use formal techniques in the development of programs.

Program development is supported by EVENT B models related by semantical relationships that guarantee correctness properties. Modelling is a very challenging task, and its complexity increases when dealing with proof obligations, checking development steps, and refinement steps.

Proof-based patterns are intended to make the programmer’s life easier. According to Alexander [10], in the context of architectural problems, each pattern describes a problem that occurs over and over again in our environment, and then describes the core of the solution to that problem, in such a way that you can use this solution a million times over, without ever doing it the same way twice. Gamma et al. [31] introduce design patterns, which systematically name, motivate, and explain a general design that addresses a recurring design problem in object-oriented systems. A design pattern describes the problem, the solution, and when to apply the solution, and gives implementation hints and examples. Design patterns structure and organize the development of object-oriented systems and are classified into several classes: creational, structural, and behavioral. Fowler [30] emphasizes the two following modelling principles.

- Patterns are a starting point, not a destination: applying a pattern puts you on a safe road to success, but the remaining way is painful; the pattern is not sufficient for constructing a model.
- Models are not right or wrong: they are more or less useful: in our case of formal models, it is clear that a model can supply hints for improving the development.

Considering the general problem of correct-by-construction programs (or systems), we limit our scope to those problems solved by sequential algorithms based on paradigms, leaving the case of distributed systems...
to further work. Our notion of a proof-based pattern integrates models, refinements, and proofs and is based on case studies producing ideas. A claim of Fowler [30] is that a pattern is an idea that has been useful in one practical context and will probably be useful in others, which shows the informal and imprecise definition of a pattern.

Considering our notion of a proof-based pattern, it remains an imprecise idea, and in the current paper, we are considering the development of an idea summarized mainly by the dual (procedure) call/event. Our goals are to illustrate the call-as-event principle for sequential algorithms and to provide guidelines expressed in the EVENT B modelling language. The models are EVENT B models supported by the RODIN environment, which is the reference platform for experimenting with our approach. However, we do not define patterns within an object-oriented framework. Finally, our paper aims to introduce methodological guidelines for developing EVENT B models and for producing programs.

1.2 Correct by construction

Our approach is directly related to the design of correct-by-construction programs. The main idea relies upon the development of structured programs following a top-down approach, which is well known from the earlier works of Dijkstra [28, 40], and using refinement to control the correctness of the resulting program. It also relies on a more fundamental question related to the notion of the problem to solve. Polya [44] describes a set of techniques (or recipes) that can be used to solve problems. The various steps advocated by Polya can be summarized as follows. The first step is to understand the problem and to list the data, conditions on the data, the unknown elements, and the feasibility of the requirements listed in the statement of the problem. It is clearly important to identify redundancy and possible inconsistencies. Elicitation of the requirements is clearly a very important step and can be driven by following an incremental and progressive methodology based on proof checking. The methodology can be based on incremental proof-based development. However, the link between the problem and the first model remains to be expressed, and refinement is a real help in justifying in a very progressive way the choices in design.

When a problem is stated, the incremental proof-based methodology of EVENT B [19] starts by expressing a very abstract model, with further refinement leading to finer-grain event-based models, which are used to derive an algorithm [4]. The main idea is to consider each procedure call as an abstract event in a model corresponding to the development of the procedure. In general, a procedure is specified by a pre/post specification. Then the refinement process leads to a set of events, which are finally combined to obtain the body of the procedure. The refinement process can be considered an unfolding of call statements under the preservation of invariants and termination. It means that the abstraction corresponds to the terminating procedure call, and the body is derived using the refinement process. The refinement process may also use recursive procedures, and it supports top-down refinement. The procedure call simulates the abstract event, and the refinement guarantees the correctness of the resulting algorithm.

A preliminary version [21, 41, 42] introduces the ideas using case studies and provides hints for teaching the design of algorithms using events. Abrial [4] first showed how to derive sequential programs from EVENT B models, and he used rules for transforming events into structured programs. The rules allow one to decide whether two complementary events (guarded by a boolean condition and its complement) correspond to an IF statement or to a LOOP statement. In our case, we apply only one rule for an IF statement that can be defining a recursive call. Transformations are made simpler and are based on diagrams called refinement diagrams, and we base our development on the inductiveness of data structures. Ideas for developing models and for identifying guidelines are borrowed from the analysis of inductive data structures and on programming paradigms such as dynamic programming. Another key aspect of the approach is the strong links with the proof process and proof-based development.

1.3 Proof-based development

Proof-based development methods [1, 11, 40] integrate formal proof techniques in the development of software systems. The main idea is to start with a very abstract model of the system under development. Details are gradually added to this first model by building a sequence of more concrete events. The relationship between two successive models in this sequence is that of refinement [1, 11]. The essence of the refinement relationship is that it preserves already-proved system properties including safety properties and termination.
Development gives rise to a number of proof obligations, which guarantee its correctness. Such proof obligations are discharged by a proof tool, using automatic and interactive proof procedures supported by a proof engine [7].

At the most abstract level, the obligation is to describe the static properties of a model’s data in terms of an invariant predicate. This gives rise to proof obligations relating to the consistency of the model. They are required to ensure that data properties that are claimed to be invariant are preserved by the events of the model. Each refinement step is associated with a further invariant, which relates the data of the more concrete model to that of the abstract model and states any additional invariant properties of the (possibly richer) concrete data model. These invariants, called gluing invariants, are used in the formulation of the refinement proof obligations.

The goal of an EVENT B development is to obtain a proved model and to implement the correct-by-construction [36] paradigm. Because the development process leads to a large number of proof obligations, the mastering of proof complexity is a crucial issue. Even if a proof tool is available, its effective power is limited by classical results for logical theories, and we must distribute the complexity of proofs over the components of the current development, such as by refinement. Refinement has the potential to decrease the complexity of the proof process while allowing for the traceability of requirements.

Models based on B rarely need to make assumptions about the size of a system being modelled, such as the number of nodes in a network. This is in contrast to model-checking approaches [26]. The price is facing possibly complex mathematical theories and difficult proofs. The re-use of developed models and the structuring mechanisms available in B help to decrease the complexity. These solutions are, de facto, supporting the use of patterns that state general proof-based developments and are validating the expression of proof-based patterns.

1.4 Patterns for proof-based development

Patterns and design patterns [31] are very convenient aids to the design of object-oriented software. Originally, they were borrowed from architectural practices [10]. Recently, Abrial [6] suggested the introduction of a kind of pattern for proof-based development. Action/reaction patterns have been applied to a press case study by Abrial, and they improved the proof process. Another pattern, called a re-usability pattern, has been suggested by Abrial and by Cansell and Méry [8, 20] and applied to the development of voting systems [18] and greedy algorithms [20]. In the context of time-sensitive systems [23], Rehm et al. [24] have identified patterns for introducing time in EVENT B models and for expressing time constraints in EVENT B models of the IEEE 1394 tree-identification protocol. Dealing with access-control-based problems, Benaissa et al. [13] have proposed a general pattern for handling access control policies and for integrating access control policies into systems. Clearly, activity in pattern modelling is growing and is addressing many kinds of case studies and domains of problems. No classification has yet been given, and there is no real repository of patterns validated for a specific modelling language based on proof-based transformations.

Important aspects of using patterns are evaluation and relevance to the various types of problems. The evaluation for current identified patterns depends upon several indicators, and this should be accepted. In our case, we have experimented with a plug-in for implementing the call-as-event principle. Our goal is to provide a language of patterns that is simple to use and that is supported by a plug-in for the RODIN [45] environment. Finally, proof-based patterns should be robust with respect to the semantics of the languages used.

1.5 Organization of the paper

Section 2 introduces the modelling language called EVENT B. It introduces definitions for event, refinement, and model, and their corresponding proof obligations. Section 3 describes how problems can be stated in the EVENT B environment and provides a general methodology for designing a correct-by-construction algorithm using our guidelines. Refinement diagrams are defined, and we explain why they are useful for the systematic construction of the algorithm from a refinement model. We show how guidelines and structures organize the proof-based development of EVENT B models, with a simple case study illustrating the various guidelines. Section 4 contains non-trivial examples that use our framework based on the call-as-event relationship, namely, primitive recursive functions and Floyd’s algorithm. We conclude our work in the final section.
2 The modelling framework

Here, we will summarize the concepts of the EVENT B modelling language developed by Abrial [2, 6, 19] and will indicate the links with the tool called RODIN [45]. We will also reorganize the EVENT B method to fit our problem, where the main goal is to use EVENT B without change and to add guidelines for the problem we want to tackle.

2.1 Modelling actions over states

The event-driven approach [3, 6, 19] is based on the B notation. It extends the methodological scope of basic concepts to take into account the idea of formal models. Briefly, a formal model is characterized by a (finite) list of state variables possibly modified by a (finite) list of events, where an invariant $I(x)$ states properties that must always be satisfied by the variables $x$ and maintained by the activation of the events. In the following, we summarize the definitions and principles of formal models and explain how they can be managed by tools [7, 27, 45].

Generalized substitutions are borrowed from the B notation. They provide a means to express changes to state variable values. In its simple form $x := E(x)$, a generalized substitution looks like an assignment statement. In this construct, $x$ denotes a vector built on the set of state variables of the model, and $E(x)$ denotes a vector of expressions. Here, however, the interpretation we shall give to this statement is not that of an assignment statement. We interpret it as a logical simultaneous substitution of each variable of the vector $x$ by the corresponding expression of the vector $E(x)$. There exists a more general normal form of this, denoted by the construct $x : |(P(x, x'))$. This should be read as $x$ is modified in such a way that the value of $x$ afterwards, denoted by $x'$, satisfies the predicate $P(x, x')$, where $x'$ denotes the new value of the vector and $x$ denotes its old value. This is clearly nondeterministic in general.

An event has two main parts, namely, a guard, which is a predicate built on the state variables, and an action, which is a generalized substitution. An event can take one of three normal forms. The first form (BEGIN $x : |(P(x, x'))$ END) shows an event that is not guarded, being therefore always enabled and semantically defined by $P(x, x')$. The second form (WHEN $G(x)$ THEN $x : |(Q(x, x'))$ END) and third form (ANY $t$ WHERE $G(t, x)$ THEN $x : |(R(x, x', t))$ END) are guarded by a guard that states the necessary condition for these events to occur. The guard is represented by WHEN $G(x)$ in the second form, and by ANY $t$ WHERE $G(t, x)$ (for $\exists t \cdot G(t, x)$) in the third form. We note that the third form defines a possibly nondeterministic event where $t$ represents a vector of distinct local variables. The before–after predicate $BA(x, x')$, associated with each of the three event types, describes the event as a logical predicate expressing the relationship linking the values of the state variables just before $(x)$ and just after $(x')$ the execution of event EVENT EVT. The second and the third forms are semantically equivalent to $G(x) \land Q(x, x')$ resp. $\exists t \cdot G(t, x) \land R(x, x', t)$. Table 1 summarizes the three possible forms for writing a B event.

Proof obligations (INV 1 and INV 2) are produced by the RODIN tool [45] from events to state that

<table>
<thead>
<tr>
<th>Event $x$</th>
<th>Before-after Predicate</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEGIN</td>
<td>$P(x, x')$</td>
</tr>
<tr>
<td>END</td>
<td></td>
</tr>
<tr>
<td>WHEN</td>
<td>$G(x) \land Q(x, x')$</td>
</tr>
<tr>
<td>THEN</td>
<td>$x :</td>
</tr>
<tr>
<td>END</td>
<td></td>
</tr>
<tr>
<td>ANY $t$, WHEN</td>
<td>$\exists t \cdot G(t, x) \land R(x, x', t)$</td>
</tr>
<tr>
<td>WHERE</td>
<td>$G(t, x)$</td>
</tr>
<tr>
<td>THEN</td>
<td>$x :</td>
</tr>
<tr>
<td>END</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. EVENT B events and proof obligations
an invariant condition \( I(x) \) is preserved. Their general form follows immediately from the definition of the before–after predicate \( BA(e)(x, x') \) of each event \( e \) (see Table 1). Note that it follows from the two guarded forms of the events that this obligation is trivially discharged when the guard of the event is false. Whenever this is the case, the event is said to be disabled. The proof obligation \( \text{FIS} \) expresses the feasibility of the event \( e \) with respect to the invariant \( I \).

2.2 Model refinement

The refinement of a formal model allows us to enrich the model via a step-by-step approach and is the foundation of our correct-by-construction approach [36]. Refinement provides a way to strengthen invariants and to add details to a model. It is also used to transform an abstract model to a more concrete version by modifying the state description. This is done by extending the list of state variables (possibly suppressing some of them), by refining each abstract event to a corresponding concrete version, and by adding new events. The abstract \((x)\) and concrete \((y)\) state variables are linked by means of a gluing invariant \( J(x, y) \).

A number of proof obligations ensure that (1) each abstract event is correctly refined by its corresponding concrete version, (2) each new event refines \( \text{skip} \), (3) no new event takes control for ever, and (4) relative deadlock freedom is preserved. Details of the formulation of these proofs follows.

We suppose that an abstract model \( AM \) with variables \( x \) and invariant \( I(x) \) is refined by a concrete model \( CM \) with variables \( y \) and gluing invariant \( J(x, y) \). If \( BA(e)(x, x') \) and \( BA(f)(y, y') \) are respectively the abstract and concrete before–after predicates of the same event, \( e \) and \( f \) respectively, we have to prove the following statement, corresponding to proof obligation (1).

\[
I(x) \land J(x, y) \land BA(f)(y, y') \Rightarrow \exists x' \cdot (BA(e)(x, x') \land J(x', y'))
\]

Now, proof obligation (2) states that \( BA(f)(y, y') \) must refine \( \text{skip} \) \((x' = x)\), generating the following simple statement to prove (2).

\[
I(x) \land J(x, y) \land BA(f)(y, y') \Rightarrow J(x, y')
\]

In refining a model, an existing event can be refined by strengthening the guard and/or the before–after predicate (effectively reducing the degree of nondeterminism), or a new event can be added to refine the skip event. The feasibility condition is crucial to avoiding possible states that have no successor, such as division by zero. Furthermore, this refinement guarantees that the set of traces of the refined model contains (up to stuttering) the traces of the resulting model.

The Event B modelling language is supported by the RODIN platform [45] and has been introduced in publications [6, 19], where there are many case studies and discussions about the language itself and the foundations of the Event B approach. The language of generalized substitutions is very rich, enabling the expression of any relation between states in a set-theoretical context. The expressive power of the language leads to a requirement for help in writing relational specifications, which is why we should provide guidelines for assisting the development of Event B models.

2.3 Structures for Event B models

The Event B modelling language provides a framework for supporting our methodology as applied to the development of sequential programs. Abrial [5] has demonstrated the possibility of developing sequential programs using Event B. The modelling process deals with various languages, as seen by considering the triptych of Bjoerner [14–17]: \( D, S \rightarrow R \). Here, the domain \( D \) deals with properties, axioms, sets, constants, functions, relations, and theories. The system model \( S \) expresses a model or a refinement-based chain of models of the system. Finally, \( R \) expresses requirements for the system to be designed. Considering the Event B modelling language, we notice that the language can express safety properties, which are either invariants or theorems in a machine corresponding to the system. Recall that two main structures are available in Event B.

- Contexts express static information about the model.
- Machines express dynamic information about the model, invariants, safety properties, and events.
2.3.1 Contexts

The first structure is called a context (see Fig. 1), and it provides the definition of the sets, constants, axioms for sets and constants, and theorems that can be derived from the axioms of the context \( \mathcal{D} \). The context \( \mathcal{AD} \) is a previous context that has already been defined, and it extends the current context. A context is validated when sets \( S_1, \ldots, S_n \), constants \( C_1, \ldots, C_m \), and axioms \( ax_1, \ldots, ax_p \) are well formed and when all theorems \( th_1, \ldots, th_q \) are proved.

A context clearly states the static properties of the (system) model under construction. The extends construct enables re-use by extending a previously defined context.

The proof process is based on the management of sequents, with an associated environment for proof called \( \Gamma(\mathcal{D}) \). The proof environment includes axioms, properties, and theorems already proved. An environment is initially provided, but the intention is to add new theorems. This means that we intend to prove the following properties in the sequent calculus style:

\[
\text{for any } j \text{ in } \{1..q\}, \quad \Gamma(\mathcal{D}) \vdash th_j : Q_j(S_1, \ldots, S_n, C_1, \ldots, C_m).
\]
Theorems for the context are proved using the RODIN tool, but it is clear that the process for constructing the domain \( \mathcal{D} \) is crucial to modelling the system, from consideration of the triptych of Bjoerner [14–17] and variations of this methodology.

The possibility of re-using former definitions is crucial, but we do not consider this point in this paper. Instead, we simulate the re-use of theories by manipulating the contexts directly. Among the requirements, we can list the theorems of the context, and we can, in fact, interpret the triptych as follows: for any \( j \) in \( \{1..q\} \), \( \mathcal{D} \longrightarrow \theta_j : \mathcal{Q}_j(S_1, \ldots, S_n, C_1, \ldots, C_m) \). Here, it appears that the system is not mentioned, and this is the case for static properties. Therefore, we have an interpretation of the triptych for the static information, which can be re-used later for any system.

### 2.3.2 Machines

The dynamic part of a model is expressed using the notion of the *machine* (see Fig. 1). A machine is either a basic machine or a refinement of a more abstract machine. A machine models a state via a list of variables \( x \) that are assumed to be modifiable by events listed in the machine. The view is assumed to be closed with respect to events. Each event maintains an assertion called an *invariant*, which is a conjunction of logical statements called \( inv_j \). Each reached state satisfies properties of the theorem part called safety properties. Proof obligations are given in the last section, and they are generated and checkable by the RODIN framework. The validation of the machine \( M \) leads to the validation of the safety and invariance properties.

We can obtain a variation of the triptych \((\Gamma(\mathcal{D}, M))\) is an associated environment for proof) as follows.

- For any \( j \) in \( \{1..r\} \),
  \[ \Gamma(\mathcal{D}, M) \vdash INITIALIZATION(x') \Rightarrow I_j(x', S_1, \ldots, S_n, C_1, \ldots, C_m) \]
- For any \( j \) in \( \{1..r\} \), for any event \( e \) of \( M \),
  \[ \Gamma(\mathcal{D}, M) \vdash \left( \bigwedge_{j \in \{1..r\}} I_j(x, S_1, \ldots, S_n, C_1, \ldots, C_m) \right) \land BA(e)(x, x') \Rightarrow I_j(x', S_1, \ldots, S_n, C_1, \ldots, C_m) \]
- For any \( k \) in \( \{1..s\} \),
  \[ \Gamma(\mathcal{D}, M) \vdash \left( \bigwedge_{j \in \{1..r\}} I_j(x, S_1, \ldots, S_n, C_1, \ldots, C_m) \right) \Rightarrow SAFE_k(x, S_1, \ldots, S_n, C_1, \ldots, C_m) \]

We use temporal operators for expressing the safety and invariant properties.

- For any \( j \) in \( \{1..r\} \), \( \mathcal{D}, M \longrightarrow \Box I_j(x, S_1, \ldots, S_n, C_1, \ldots, C_m) \).
- For any \( k \) in \( \{1..s\} \), \( \mathcal{D}, M \longrightarrow \Box SAFE_k(x, S_1, \ldots, S_n, C_1, \ldots, C_m) \).

We summarize the requirements expressed by the machine \( M \) as follows.

\[
\mathcal{D}, M \longrightarrow \Box \left( \bigwedge_{j \in \{1..r\}} I_j(x, S_1, \ldots, S_n, C_1, \ldots, C_m) \right) \wedge \left( \bigwedge_{k \in \{1..s\}} SAFE_k(x, S_1, \ldots, S_n, C_1, \ldots, C_m) \right)
\]

We will use the notation \( \mathcal{I}(M) \) to stand for the invariant of the machine \( M \) and \( SAFE(M) \) to stand for the safety properties of the machine \( M \). We have shown that requirements \( R \) are first expressed using the *always* temporal operator. To specify total correctness properties, we should extend the scope of the requirements language by adding *eventuality* properties. Eventuality properties will be defined in the next section and will be specific to our methodology.

### 3 Sequential programming from EVENT B models

This section introduces guidelines as proof-based constructs, and we will illustrate the application of guidelines in the next section. Our guidelines consider the *programming-from-specification* [40] principle in the EVENT B context. They are not simply taken from of the works of Morgan and Abrial [4], but they suggest a
simpler way to program specifications stated as EVENT B models. We reformulate the programming-from-specification principle in a simpler way. The call-as-event principle is stated by the following diagram:

- CALL is the call of the PROCEDURE; we assume that CALL provides pre- and postconditions and define the problem to be solved by a sequential algorithm stated by PROCEDURE.
- PREPOST is the machine containing the events stating the pre- and postconditions of CALL and PROCEDURE, and M is the refinement machine of PREPOST, with events including control points defined in CM. CM extends the context PB, which expresses the problem to be solved in a mathematical way.
- The call-as-event transformation produces a model PREPOST and a context PB from CALL.
- The mapping transformation allows us to derive an algorithmic procedure that can be mechanized. A plug-in is developed that can be used to derive the algorithm from the component M.
- PROCEDURE is a node corresponding to a procedure derived from the refinement model M. CALL is an instantiation of PROCEDURE using parameters \( x \) and \( y \).
- M is a refinement model of PREPOST, which is transformed into PROCEDURE by applying structuring rules. It may contain events corresponding to calls of other procedures.

The diagram summarizes the relationship between programming objects and modelling objects, where the call-as-event transformation relates the procedure call to a list of events, and the mapping transformation produces the procedure body. Abrial [4] proposes a list of transformation rules for producing sequential algorithms from EVENT B models, and the idea is to reduce two events, guarded by a condition and its complement, to a conditional statement or to a loop statement. Our diagram is based on well-defined relationships such as refines and sees, which are checked by discharging the proof obligations generated by the RODIN platform and by justifying the relationship between two languages, namely, a programming language and a modelling language. We now provide details about how to construct such a diagram.

### 3.1 Defining PB and PREPOST from CALL

Let the problem to be solved PB be stated by the pre/post specification of a procedure called PROC. The procedure can be called according to precondition \( P \). \( y \) represents call-by-reference parameters, and \( x \) represents call-by-value parameters.

```plaintext
PROCEDURE PROC(x; VAR y)
PRECONDITION P(x)
POSTCONDITION Q(x, y)
```

The modelling process starts by identifying the domain of the problem and is expressed using the concept of CONTEXT. We are using the notation \( \sim R \) to define the set of values satisfying \( R \). The CONTEXT PB (see Figure 2) states the theoretical notions required to express the problem statement in a formal way. The CONTEXT PB declares the following.

- Two domains \( D_1 \) and \( D_2 \) that define the global set of possible values of the current system for its inputs and outputs.
- A list of constants \( x \) that specify the input of the system under development \( \tilde{P} \), which is the set of values for \( x \) defining the precondition, and \( \tilde{Q} \), which is a binary relation over \( D_1 \times D_2 \) defining the postcondition for the problem.
- A list of axioms that assigns types to constants and adds knowledge to the RODIN environment.
The theorems that state the existence of solutions with respect to preconditions: for instance, theorem \( th.1.i \) states that there is always a solution \( y \) when the input value \( x \) satisfies the precondition \( P \).

Theorems are discharged using the proof assistant of the RODIN tool. The underlying language is a set-theoretical language. When an expression \( E \) is given, a well-definedness condition is generated by the tool, which enables us to check that some side conditions are true. For instance, the expression \( f(x) \) generates a condition \( x \in \text{dom}(f) \). We formulate our first guideline as follows.

**Guideline 1 PB**

Problem analysis produces a CONTEXT PB, which includes sets, constants, axioms, and theorems related to the problem. Proof obligations express the well-definedness of constants and axioms, and the existence of solutions for PB. Call-by-value parameters \( x \) are declared as constants, since the value of \( x \) is supposed to be given for the complete processing. The CONTEXT PB should be consistent.

Now, we consider the dynamic part of the problem to be solved. The pre/post specification states that \( y \) is the result of the computation of the procedure PROC. The precondition \( P \) is defined as the exclusive disjunction of predicates \( P_1, \ldots, P_n \) with predicate \( P_i \) \((i \in 1..n)\) being attached to case \( i \) for the call. The theorem \( th.1.i \) justifies the existence of a value \( y \), when \( x \) satisfies \( P_i \). We define a list of events corresponding to each possible call instance EVENT call1, EVENT call2, \ldots, EVENT calln, which express the various cases identified by the preconditions.
MACHINE PREPOST
SEES PB
VARIABLES
y
INvariants
inv1 : y ∈ D2
EVENTS
initialisation
BEGIN
act1 : y ∈ D2
END
...
EVENT calli,
WHEN
Pi(x)
THEN
y : |(Q(x, y'))
END
...
END

Fig. 3. Machine PREPOST

For each call CALLi, y is set to a value satisfying Q(x, y) when x satisfies P(x). We consider that variable y is initialized by a value satisfying the assertion Init(y, x, D1, D2). We can write the machine PREPOST, which sees and uses the data defined in the CONTEXT PB and which encapsulates the n cases corresponding to the n preconditions. Figure 3 describes the machine PREPOST. The invariant is simply typing the variable y.

Guideline 2 PREPOST

Each case specified by a precondition is translated into a specific event defining the computed value according to the postcondition. Call-by-reference parameters are defined as variables of the EVENT B machine, and call-by-value parameters are defined as constants of the EVENT B machine.

The current status of the development can be represented as follows:

CALL call-as-event -> PREPOST SEE PB

Proof obligations of PREPOST are very simple to discharge, but proofs of theorems may be more tedious. The statement of a given problem in the EVENT B modelling language is relatively direct, provided we are able to express the underlying mathematical theory using the mechanism of contexts. The existence
of a solution $y$ for each value $x$ is proved by deriving the property as a theorem. This means that we should develop a way to validate axioms to ensure the consistency of the underlying theory.

The EVENT B modelling language allows us to express safety properties, and the machines define reactive systems. According to Abrial, there is no execution of EVENT B machines: a machine is valid with respect to a set of discharged proof obligations. Because we have a list of events for each machine, we can simulate reactions to events by extending the semantical scope of EVENT B properties. The definition of liveness properties requires the definition of traces for an EVENT B machine in an operational style. Although proof obligations of refinement integrate elements that take into account the introduction of new events, which can take control from the previous abstract events, we prefer to support our proofs by the TLA [33] framework, which integrates simple temporal modalities such as liveness or fairness.

**Definition 1.** Let $M$ be an EVENT B machine and $C$ a context seen by $M$. Let $y$ be the list of variables of $M$, let $E$ be the set of events of $M$, and let $Init(y)$ be the predicate defining the initial values of $y$ in $M$. The temporal framework of $M$ is defined by the TLA specification denoted $Spec(M)$:

$$Init(y) \land \Box[Next]y \land WF_y(Next),$$

where $Next \equiv \exists e \in E.BA(e)(y, y')$.

Following Lamport [33, 34], $Spec(M)$ is valid for the set of infinite traces simulating $M$ with respect to the events of $M$ and to fairness constraints. The set of traces for $M$ is a subset of $Values^\omega$, which is the set of infinite words over the set of possible values of $y$ in $M$, namely, $Values$. Liveness properties for $M$ are, de facto, defined in TLA as follows.

$M$ satisfies $P \leadsto Q$ when $\Gamma(M) \vdash Spec(M) \Rightarrow (P \leadsto Q)$. $\Gamma(M)$ is the proof context of $M$. Obviously, safety properties can be reformulated in the same framework. Considering liveness properties, we can also use the wp-based approach for defining the liveness properties under weak fairness. Abrial and Mussat [9] introduce specific constructs to state liveness properties as events, and they define mathematical semantics in a wp framework [25, 37, 38]. Now we can derive the following theorem.

**Theorem 1.** Suppose that $PB$ is a context and $PREPOST$ is a machine corresponding to a problem stating calls of a procedure. Suppose that the following diagram is validated:

$$\text{CALL} \quad \text{call-as-event} \quad \text{PREPOST} \quad \text{SEES} \quad \text{PB}$$

We assume that the preconditions are defined by $P$, i.e., $P_1, \ldots, P_n$, and the postcondition is defined by $Q$. Then for any $i$ in $1..n$, $PREPOST$ satisfies $P_i(x, y) \leadsto Q(x, y)$.

**PROOF:**
Suppose that $PB$ is a context and $PREPOST$ is a machine corresponding to a problem stating calls of a procedure. Suppose that both $PREPOST$ and $PB$ are validated: proof obligations are generated and are proved to be correct. This means that the following property holds for any $i$ in $1..n$: $\forall x, y, y'. P_i(x) \land y \in D_2 \land BA(call_i)(y, y') \Rightarrow Q(x, y')$, which can be simply rewritten as $P_i \land [Next]_{<x,y>} \Rightarrow (P' \lor Q)$, $P_i \land \langle Next \rangle_{<x,y>} \Rightarrow Q'$ and $P \Rightarrow \text{ENABLED} \langle Next \rangle_{<x,y>}$, where $\text{ENABLED} \langle Next \rangle_{<x,y>}$ is defined by $\exists y'. \quad \langle : Next(y, y') \land \exists y'. \quad BA(call_i)(y, y') \Rightarrow \exists y'. \quad Next(y, y')$; the condition of feasibility ensures that the call is terminating and it will ensure the final termination of the refinement machine. Applying the rule $\text{WF1}$ of the TLA logic gives $[\neg [Next]_{<x,y>} \land WF_y(Next) \Rightarrow (P_i \leadsto Q)$. Finally, we obtain $Init(x, y) \land \Box[Next]_{<x,y>} \land WF_y(Next) \Rightarrow (P_i \leadsto Q)$. This is a very simple and strict application of the definition of the event $call_i$ and the definition of the $\leadsto$ properties.

Therefore, the total correctness of the procedure is obtained easily, thanks to events, and it is discharged either automatically or interactively. The event-based expression is very similar to the expression of HOARE logic triples. Questions about the termination and then about the total correctness are also addressed in the following way. An abstract model $PREPOST$ expresses what the various possibilities are, when calling the procedure. Moreover, the goal is to call successfully, which leads to guarding the event by a condition called the precondition in other languages, such as EIFFEL [39], JML [35], and Spec# [12]. The point is to interpret the call in the EVENT B framework as a guarded event, which is a defensive way of modelling the idea.

Here, the feasibility condition states that, under the current environment, there is a possibility of termination of the $\text{CALL}$ events, and we should keep this point as a condition of termination. The guard intends to
capture conditions for the termination of the event, and EVENT B provides three simple constructs, thanks to Abrial, which are considered as waiting entities. We will see later that the issue is to produce an algorithm corresponding to the call, and conditions for termination should be clearly stated in the models.

3.2 Refining PREPOST into M

We have seen that we have obtained the expression of the pre/post specification by machine events. The next step is to unfold the events in order to reduce the nondeterminism. The idea is quite simple: using refinement reduces the nondeterminism by introducing a specific variable for the control of the algorithm. We extend the previous diagram by adding a new EVENT B machine. We use refinement for unfolding events considered as procedure calls, and based on refinement and proof, for deriving structured programs. The main goal is to introduce a way of controlling events by adding a control variable c. Possible values for the variable c are defined in the context CM that extends the context PB. The issue is to identify the various control points of the model M. We have used diagrams to help to decompose each call of the model PREPOST into several steps, corresponding to steps leading to the computation.

These diagrams are very similar to the proof lattices introduced by Owicki and Lamport [43] for representing proofs of liveness properties under fairness assumptions. They are used not for proving but for refining, and we call them refinement diagrams. We construct our refinement diagrams by applying the inference rules for the temporal operators \( \leadsto \). We do not consider induction-based rules in our case, because induction-related questions are hidden by the choice of an inductive data structure for solving the problem. For instance, the dynamic programming paradigm provides a framework based on a function for solving a given problem, and the main issue is stating carefully the function in the context PB. First we define our refinement diagrams.

**Definition 2.** Let \( L \) be a set of elements called control points, containing at least start and end. Let \( c \) be a variable of \( M \) called the control variable with values ranging across \( L \). Let \( A \) be a finite set of assertions for \( M \) of the form \( c = l \land P(x) \), where \( l \in L \) and \( x \) are variables of \( M \). Let \( G \) be a finite set of assertions for \( M \) called conditions of the form \( g(c, x) \), where \( c \in L \) and \( x \) are the variables of \( M \). Let \( E \) be the set of events for \( M \). We assume that \( \mathcal{P} \) is a precondition of the form \( c = \text{start} \land A(x) \), that it can be decomposed into \( n \) preconditions \( P_i \), and that \( Q \) is a postcondition of the form \( c = \text{end} \land B(x) \). \( \ell(i) \) is a one-to-one function assigning a unique label to each assertion of \( A \) and \( I(M) \) is the invariant of \( M \).

A refinement diagram for \( M, P, \) and \( Q \) over \( L \) and \( A \) is an acyclic labelled graph over \( A \) with labels from \( G \) or \( E \) satisfying the following rules.

- There is a unique input node \( P \) with at least one outgoing arrow.
- There is a unique output node \( Q \) with no outgoing arrows.
- If \( R \) is related to \( S \) by a unique arrow labelled \( e \in E \), then
  - It satisfies the property \( R \leadsto S \)
  - \( \forall c, x', x'R(c, x) \land I(M)(c, x) \land BA(e)(c, x, e', x') \Rightarrow S(c', x') \)
  - \( \forall c, xR(c, x) \land I(M)(c, x) \Rightarrow \exists c', x'.BA(e)(c, x, e', x') \)
  - If \( R \equiv c = l1 \land A(x) \) and \( S \equiv c = l2 \land B(x) \), then \( l1 \neq l2 \) and \( \ell(R)=l1, \ell(S)=l2 \).
- If \( R \) is related to \( S_1, \ldots, S_p \), then
  - Each arrow \( R \) to \( S_i \) is labelled by a guard \( g_i \in G \).
  - For any \( i \) in \( 1..p \) the following conditions hold.
    - \( R \land I(M) \land g_i(x) \Rightarrow S_i \)
    - \( \forall j, j \in 1..p \land j \neq i \land R \land I(M) \land g_i(x) \Rightarrow \neg g_j(x) \)
    - \( R \land I(M) \Rightarrow \exists i \in 1..p, g_i \).
- For each \( e \in E \), there is only one instance of \( e \) in the diagram.

A refinement diagram \( D \) for \( M, P, \) and \( Q \) over \( L \) and \( A \) is denoted by PD(M) = \( (A, L, M, P, Q, G, E) \). We use PRE(D) for \( P \) and POST(D) for \( Q \).
As an example, we can construct the following refinement diagram for a machine RPREPOST that refines PREPOST by adding \( L = \{ \text{start}, \text{end} \} \) and a variable \( c \in L \).

The refinement diagram is very similar to the proof lattice proposed by Owicki and Lamport and to predicate diagrams [22], and it can be used to infer the total correctness of the resulting algorithm. In fact, we consider that each call terminates. It can be considered as an abstract way of executing the program under construction. The acyclicity provides a simplification by deriving the algorithm from the nodes. We will see that this property is crucial for making the translation into a programming language easier, with the goal being to avoid links that create cycles. Recursive development helps to achieve this property. The \( \leadsto \) operator is transitive and confluent. Therefore, if a refinement diagram is built for a given problem, it is sound with respect to the requirements of the problem. Assertions of the refinement diagram contain control assertions defining steps of the algorithmic process.

**Lemma 1.** Let \( M \) be a machine and let \( D = (A, C, M, P, Q, G, E) \) be a refinement diagram for \( M \).

1. If \( M \) satisfies \( P \leadsto Q \) and \( Q \leadsto R \), it satisfies \( P \leadsto R \).
2. If \( M \) satisfies \( P \leadsto Q \) and \( R \leadsto Q \), it satisfies \((P \lor R) \leadsto Q\).
3. If \( I \) is invariant for \( M \) and if \( M \) satisfies \( P \land I \leadsto Q \), then \( M \) satisfies \( P \leadsto Q \).
4. If \( I \) is invariant for \( M \) and if \( M \) satisfies \( P \land I \Rightarrow Q \), then \( M \) satisfies \( P \leadsto Q \).

The \( \leadsto \) relation is transitive and confluent. These properties are derived from the definitions in TLA.

**Lemma 2.** Let \( M \) be a machine and let \( D = (A, C, M, P, Q, G, E) \) be a refinement diagram for \( M \). If \( P \equiv Q \) is a link of \( D \) for the machine \( M \), then \( M \) satisfies \( P \leadsto Q \).

**Proof:** By the rules of construction of \( D \) for \( M \), and rule WF1 of TLA, \( M \) satisfies the property \( P \leadsto Q \).

**Lemma 3.** Let \( M \) be a machine, and let \( D = (A, C, M, P, Q, G, E) \) be a refinement diagram for \( M \). If \( P \) and \( Q \) are two nodes of \( D \) such that there is a path in \( D \) from \( P \) to \( Q \) and any path from \( P \) can be extended in a path containing \( Q \), then \( M \) satisfies \( P \leadsto Q \).

**Proof:** We proceed by induction on the path from \( P \) to \( Q \).

1. The length of path from \( P \) to \( Q \) is 1.

   **Proof:** By the second constraint on the path from \( P \), there is only one possible successor from \( P \), namely, \( Q \). Either the label is a guard, or the label is an event \( e \).

   1. The label is a guard \( g \).

      **Proof:** From the definition of the refinement diagram \( D \), we derive the valid property \( P \land I(M) \land g(x) \Rightarrow Q \) and \( P \land I(M) \Rightarrow g(x) \). Therefore, \( P \land I(M) \Rightarrow Q \). From the previous lemma, we derive that \( M \) satisfies \( P \leadsto Q \).

   2. The label is an event \( e \).

      **Proof:** From the construction of \( D \), \( M \) satisfies the property \( P \leadsto Q \). Q.E.D.

   **Proof:** From cases (2)1 and (2)2, \( M \) satisfies the property \( P \leadsto Q \).
The length of path from \( P \) to \( Q \) is \( n \), and we assume that the property to be proved holds for paths of length \( n - 1 \).

**Proof:** Because the path from \( P \) to \( Q \) is \( n > 0 \), either there exists an assertion \( R \) and a link from \( P \) to \( R \) labelled by an event \( e \), or there are assertions \( R_1, \ldots R_k \) and guards \( g_1, \ldots, g_k \) such that links \( P \xrightarrow{g_i} R_i \) exist for any \( i \in 1..k \).

(2.1) \( M \) satisfies \( P \leadsto S \), where \( S \) is either \( \bigvee_{i \in 1..k} R_i \) or \( R \).

**Proof:**

(3.1) There exists an assertion \( R \) and a link from \( P \) to \( R \) labelled by an event \( e \).

**Proof:** From the previous lemma, \( M \) satisfies \( P \leadsto R \).

(3.2) There are assertions \( R_1, \ldots, R_k \) and guards \( g_1, \ldots, g_k \) such that links \( P \xrightarrow{g_i} R_i \) exist for any \( i \in 1..k \).

**Proof:** From the previous lemma, \( M \) satisfies \( P \leadsto \bigvee_{i \in 1..k} R_i \).

This theorem tells us that a refinement diagram ensures that the machine \( M \) describes a process that satisfies the eventuality property, expressing correctness with respect to the pre/post specifications. The dual issue is being able to attach a refinement diagram to a given machine \( M \) that corresponds to the refinement of a machine \( PREPOST \).

**Lemma 4.** Let \( M \) be a machine, and let \( D = (A, L, M, P, Q, G, E) \) be a refinement diagram for \( M \). If \( I, U, V, P, \) and \( Q \) are assertions such that

- \( I \) is the invariant of \( M \),
- \( P \land I \Rightarrow U \),
- \( V \Rightarrow Q \),
- and there is a path from \( U \) to \( V \) and each path from \( U \) leads to \( V \),

then \( M \) satisfies \( P \leadsto Q \).

A very direct application of the lemma proves the soundness of the methodology based on refinement diagrams.

**Theorem 2.** Let \( M \) be a machine and let \( D = (A, C, M, P, Q, G, E) \) be a refinement diagram for \( M \). Then \( M \) satisfies \( (c = \text{start} \land \text{PRE}(D)) \leadsto (c = \text{end} \land \text{POST}(D)) \).

This theorem tells us that a refinement diagram ensures that the machine \( M \) describes a process that satisfies the eventuality property, expressing correctness with respect to the pre/post specifications. The dual issue is being able to attach a refinement diagram to a given machine \( M \) that corresponds to the refinement of a machine \( PREPOST \).

**Guideline 3 REFINEMENT**

The refinement of \( PREPOST \) into \( M \) is driven by a refinement diagram that provides an algorithmic technique for solving the problem. The main idea is to use the inductive definition of the computed values, which are in the context \( PB \). The problem is decomposed into sub-problems, which are solved by events,
and the refinement guarantees the simulation of PREPOST by the resulting machine M. Each event solves a subproblem of the target problem.

At this point, we have not yet produced an algorithm or a procedure. Therefore, we will illustrate the use of the methodology already identified via a simple example.

### 3.3 The problem of Pascal’s triangle

We consider a very simple problem to be solved, which belongs to the class of dynamic programming problems. The goal is to complete the following structure.

![Diagram of Pascal's Triangle](image)

#### 3.3.1 Analyzing the context

**Context of the calculations** Pascal’s triangle provides a geometrical way of understanding the calculation of binomial coefficients. It assigns to the calculation of binomial coefficients an underlying algorithm based on dynamic programming principles. We follow Guideline 1 to produce the context of the problem by the translation of the mathematical definitions.

\[
\begin{array}{cccc}
  & 0 & 1 & 2 & 3 & 4 \\
\hline
0 & 1 \\
1 & 1 & 1 \\
2 & 1 & 2 & 1 \\
3 & 1 & 3 & 3 & 1 \\
4 & 1 & 4 & 6 & 4 & 1
\end{array}
\]

The connection between Pascal’s triangle and binomial coefficients is based on the fact that a binomial is a polynomial expression of two variables, such as \(1, x + y, x^2 + 2xy + y^2\), and \(x^3 + 3x^2y + 3xy^2 + y^3\). More precisely, the expansion of \((x + y)^n\) is simply given by the general formula.

\[
\sum_{k=0}^{k=n} \binom{n}{k} x^k y^{n-k}
\]

The interpretation of the first line of the triangle is the expansion of \((x + y)^0\), namely 1, the expansion of \((x + y)^1\) is \(x + y\), and so on. Finally, Pascal’s triangle provides a simple way to compute a binomial coefficient by following the relation between binomial coefficients of the \(k - 1\) and \(k\) lines as follows.

\[
\forall k \in \{1, \ldots, n - 1\}, \binom{n}{k} = \binom{n - 1}{k - 1} + \binom{n - 1}{k} \tag{2}
\]

\[
\binom{n}{n} = 1 \tag{3}
\]

\[
\binom{n}{0} = 1 \tag{4}
\]
The dynamic-programming style is explicitly inherited from the relation between the line \( k \) and the line \( k - 1 \). We have now to suggest a way to compute the value of \( \binom{n}{k} \). Mathematical definitions of the binomial coefficients are integrated in the EVENT B environment by defining them in a context. The constant \( c \) stands for coefficients of Pascal’s triangle.

**CONTEXT CBINOM1**

**CONSTANTS** \( n, k, c \)

**AXIOMS**

\( axm1 : n \in \mathbb{N} \)

\( axm2 : k \in \mathbb{N} \)

\( axm3 : k \leq n \)

\( axm4 : c \in 0..n \times 0..n \rightarrow \mathbb{N} \)

\( axm5 : \text{dom}(c) = \{i \mapsto j | i \in 0..n \land i \leq j \} \)

\( axm6 : \forall j. j \in 0..n \Rightarrow c(j \mapsto 0) = 1 \)

\( axm7 : \forall j. j \in 0..n \Rightarrow c(j \mapsto j) = 1 \)

\( axm8 : \forall i, j. (i \in 0..n \land j \in 0..n \land i < j) \Rightarrow c(j \mapsto i) = c(j - 1 \mapsto i) + c(j - 1 \mapsto i - 1) \)

**END**

**Specification of binomial coefficient computations** We have to define a new model called BINOM1, which defines an event corresponding to the action of calling the procedure. We apply Guideline 2, which produces a single call instance \( (vcoef := c(n \mapsto k)) \), obtaining the following structure.

\[
\text{bn}(n, k, vcoef) \xrightarrow{\text{call-as-event}} \text{BINOM1} \xrightarrow{\text{SEES}} \text{CBINOM1}
\]

**MACHINE BINOM1**

**SEES** CBINOM1

**VARIABLES**

\( vcoef \)

**INVARINTS**

\( \text{inv1 : vcoef} \in \mathbb{N} \)

**EVENTS**

**EVENT INITIALISATION**

BEGIN

\( act1 : vcoef :\in \mathbb{N} \)

END

**EVENT computing**

BEGIN

\( act1 : vcoef := c(n \mapsto k) \)

END

**END**

The machine BINOM1 contains only one event, which expresses the assignment of a mathematically defined value to the variable \( vcoef \). Having stated the what, we now have to explain the how. The procedure call is \( \text{bn}(n, k, vcoef) \).
3.3.2 Building a refinement diagram for the binomial coefficients

The model BINOM1 is derived from the inductive definition of the binomial coefficients, which is in the context CBINOM1. The refinement of BINOM1 to BINOM2 introduces control points and a control variable called \( l \). We need to add new control point values in the context CBINOM1. The process is divided into three main steps, according to the value of \( k \). When \( k \) is 0 or \( n \), the result is 1. When the value of \( k \) is neither 0 nor \( n \), then the process is decomposed into two calls. A refinement diagram (see Figure 4) provides details of the various events and the dependency between these events.

Finally, the model BINOM2 is derived from the refinement diagram and contains the various steps of the computation. The definition of \( c \) is crucial, but the number of proof obligations is less critical. The two interactive proof obligations are proved by an instantiation of an axiom of \( c \).
### Table

<table>
<thead>
<tr>
<th>Model</th>
<th>Total</th>
<th>Auto</th>
<th>Manual</th>
<th>Reviewed</th>
<th>Undischarged</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBINOM1</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BINOM1</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BINOM2</td>
<td>42</td>
<td>40</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Global</td>
<td>49</td>
<td>47</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The context CBINOM2 extends the context CBINOM1 by defining control points.

#### 3.3.3 Events of BINOM2

**Stating the invariant** The model BINOM2 refines the model BINOM1 by introducing three new variables.

- **l** states the current control: \( inv_1 : l \in LOC \).
- \( vtcoefx \) is an intermediate variable containing the value of \( c(n - 1 \mapsto k - 1) \) when the control is at \( cally \).
- \( vtcof y \) is an intermediate variable containing the value of \( c(n - 1 \mapsto k) \) when the control is at \( endcalling \).

The invariant is very easy to derive, because we infer it from the global organization of the computations. The control points \( callx, cally, \) and \( endcalling \) are central to expressing the results of the procedure calls.

- \( inv_5 : l \in \{callx, cally, endcalling\} \Rightarrow k \neq 0 \land n \neq 0 \land k < n \): the definition of \( c \) is expressed using the value \( n \) when \( k \) is in \( 1..n - 1 \). Otherwise, the values are clearly equal to one.
- \( inv_6 : l = cally \Rightarrow vtcoefx = c(n - 1 \mapsto k - 1) \): \( vtcoefx \) contains the result of the recursive call for \( n - 1 \) and \( k - 1 \).
- \( inv_7 : l = endcalling \Rightarrow vtcof y = c(n - 1 \mapsto k) \) \& \( vtcoefx = c(n - 1 \mapsto k - 1) \): at this point, \( vtcof y \) contains the result of the recursive call for \( n - 1 \) and \( k \).
- \( inv_8 : l = end \Rightarrow vcoef = c(n \mapsto k) \): the final result is assigned to \( vcoef \) from the definition of the binomial coefficients.

**Defining controlled events** The INITIALISATION assigns \( l \) to \( start \), with other variables being set to natural numbers. Following the refinement diagram 4 for binomial coefficient computing, we consider three events that refine the event \( COMPUTING \).

According to \( c \), if \( k \) is 0 or \( n \), then the value of \( c(n \mapsto k) \) is 1 and the event sets 1 to \( vcoef \):

```
EVENT computing1
  REFINES computing
  WHEN
    grd1 : k = 0
    grd2 : l = start
  THEN
    act1 : vcoef := 1
    act2 : l := end
  END
```

```
EVENT computing2
  REFINES computing
  WHEN
    grd1 : l = start
    grd2 : k = n
  THEN
    act1 : vcoef := 1
    act2 : l := end
  END
```
The EVENT computing3 deals with the general case and is triggered when the value of \( k \) is in \( 1..n-1 \). Considering the refinement diagram for binomial coefficient computing, this expresses that the control is at \textit{endcalling}.

The next three events complete the refinement diagram for binomial coefficient computing by adding the links from \textit{start} to \textit{endcalling}. The EVENT calls transfers the control to the label \textit{callx}. When the control is at \textit{callx}, the EVENT callingx solves the problem for \( n-1 \) and \( k-1 \), meaning that \( c(n-1 \mapsto k-1) \) is assigned to \textit{vtcoefx}. The control is transferred to \textit{cally}.

The EVENT callingy is the second call, providing the value \( c(n-1 \mapsto k) \), which is set to \textit{vtcoefy}. Finally, the control is transferred to \textit{endcalling}. Both \textit{vtcoefx} and \textit{vtcoefy} contain the correct values.

The next step is to apply the mapping transformation to obtain the code of the procedure. The transformation of the model \( M \) into an algorithm is based on the refinement diagram.

### 3.4 Producing an algorithm from the model \( M \)

We have indicated that the mapping transformation is mechanized, but this is not the case for the \textit{refinement} step and the \textit{sees} step, because some problem analysis is required. The implementation should offer help with these manipulations, and we have an initial part that defines the mapping transformation via a plug-in for RODIN. When applying the \textit{call-as-event} principle, we produce a refinement machine that simulates the control flow of the program and that expresses the correctness of the program with respect to labels and events. We can build a refinement diagram for the problem, without introducing cycles. The mapping transformation produces an algorithm from a model \( M \).

We assume that variables of \( M \) are \( x, y, z \), and \( c \), and the set of events is \( E \). Each event \( e \in E \) is
transformed into a term \( \text{proc}(e)(x, y, z) \) that simulates the call of a procedure \( \text{proc}(e) \) assigned to \( e \). We consider several cases according to the control flow of \( M \), which is the same control flow as for \( D \).

- If \( P \) is the input node, then \( \{P\} \) is a comment at label \textit{start}.
- If \( Q \) is the output node, then \( \{Q\} \) is a comment at label \textit{end}.
- If \( R \) is related to \( S \) by a unique arrow labelled \( e \in E \), then the fragment of code produced at the label of \( R \) is the following:
  
  - \( \{R\} \) is a comment at label \( \ell(R) \).
  - Add the conditional statement from this point.

\[
\{R\} \\
\text{IF} \quad \text{guard}(e)(x, y, z) \quad \text{THEN} \\
\text{trans}(e)(x, y, y) \\
\{S\},
\]

where \( \text{guard}(e)(x, y, z) \) is the guard of \( e \) transformed into the programming language by a procedure call, and \( \text{trans}(e)(x, y, y) \) is the procedure call corresponding to the specification of the transformation of variables \( x, y, \) and \( z \) according to \( e \).

- If \( R \) is related to \( S_1, \ldots, S_p \), then the fragment of code produced at the label of \( R \) is the following.

\[
\{R\} \\
\text{IF} \quad \text{guard}(g_1)(x, y, z) \quad \text{THEN} \\
\{S_1\} \\
\text{IF} \quad \text{guard}(g_2)(x, y, z) \quad \text{THEN} \\
\{S_2\} \\
\ldots \\
\text{IF} \quad \text{guard}(g_n)(x, y, z) \quad \text{THEN} \\
\{S_n\},
\]

where \( \text{guard}(g_i)(x, y, z) \) is the expression of \( g_i \) in a programming language and is a procedure call.

Any event \( e \) is defined by an expression such as \( x : |(R(x, x')) \), stating that the next value of \( x \) satisfies \( R(x, x') \). It has a guard \( g(x) \) and may not correspond to any programming assignment such as \( x := f(x) \). The requirement is to produce the code corresponding to the event, which is written by \( \text{guard}(g_i)(x, y, z) \), \( \text{guard}(e)(x, y, z) \), or \( \text{trans}(e)(x, y, y) \), and we simply reapply the same technique. A new development is started by a new \textsc{PREPOST} machine that includes the event in developing into a new procedure. A special case is when the event is an instance of the event under development. This means that we have to translate this instance by a recursive call of the procedure under development in the current model \( M \).

The procedure header is \( \text{bn}(k, n, v\text{coef}) \), and the text of the procedure is given by the algorithm 3.4. This process has been mechanized by a plug-in added to the RODIN platform. The main idea is to analyze the various cases. Either the procedure exists or it is a new problem to be solved. In the case of binomial coefficient computing, we have no new procedure to develop, but we translate \textsc{EVENT calling}\textsc{x} and \textsc{EVENT callingy} as recursive calls of the procedure \textsc{bn}.
Algorithm 1: \( \text{bn}(k, n; \text{var vcoef}) \)

**precondition**: \( k \in 1..n \)

**postcondition**: \( \text{vcoef} = c(n \mapsto k) \)

**local variables**: \( \text{vtcoefx}, \text{vtcoefy} \in \mathbb{N} \)

If \( k = 0 \) then

- \( \text{vtcoef} := 1 \);

Else

- If \( k = n \) then

  - \( \text{vtcoef} := 1 \);

  Else

  - \( \text{bn}(k-1, n-1, \text{vtcoefx}) \);

- \( \text{bn}(k, n-1, \text{vtcoefy}) \);

- \( \text{vcoef} := \text{vtcoefx} + \text{vtcoefy} \);

- \( \text{vcoef} = c(n \mapsto k) \)

Finally, the global structure for the case study is as follows.

We have obtained a complete structure that describes the various parts of the whole development. Such a structure is a *pattern*, because it is defined by a diagram.

We can summarize the elements of the general structure:

- \( \text{CALL} \) and \( \text{PROCEDURE} \) are elements of the programming language.
- \( \text{PREPOST}, \text{M}, \text{CM}, \) and \( \text{PB} \) are elements of the modelling language.
- The call-as-event transformation produces a model \( \text{PREPOST} \) and a context \( \text{PB} \) from \( \text{CALL} \).
- The mapping transformation enables us to derive an algorithmic procedure, and this can be mechanized. A plug-in is developed and can be used to derive the algorithm from the component \( \text{M} \).
• **PROCEDURE** is a node corresponding to a procedure derived from the refinement model \( M \). **CALL** is an instantiation of **PROCEDURE** using parameters \( x \) and \( y \).

• \( M \) is a refinement model of **PREPOST**, which is transformed into **PROCEDURE** by applying structuring rules. It may contain events corresponding to calls of other procedures, and those events are defined nondeterministically. Each call is solved by the same principle, and we apply it for as long as there are no unresolved events.

Abrial [4] proposes a list of transformations rules for producing sequential algorithms from **EVENT B** models, and the idea is to reduce two events, guarded by a condition and its complement, into a conditional statement or a loop statement. Our technique does not produce loop statements, because we base our analysis on the use of inductive data structures, and refinement diagrams are acyclic structures by definition. Our translation is systematic. We have described it by using the refinement diagram and it is clear that we can also use the control flow induced by the events and the control variable to get an algorithm.

We have shown that a refinement diagram for a refinement diagram for a machine \( M, P, \) and \( Q \) over \( L \) and \( A \) is an acyclic labelled graph over \( A \) with labels from \( G \) or \( E \) satisfying a given set of rules. Let us consider the question of the construction of a refinement diagram from a machine \( M \) as described in the definition of these diagrams. \( M \) has a variable \( c \) which is modelling the control flow and other variables. From events of \( M \), one can generate a graph over control points and one suppose that there is only one node with no incoming link, namely start and only one node with no outgoing link, namely end. If an event **EVENT** \( e \) modifies the control variable \( c \) from \( l \) to \( l' \), there is a link from \( l \) to \( l' \). We assume that the resulting graph is acyclic and connected. We have obtained the skeleton of a refinement diagram. If \( P \) and \( Q \) are the pre/post conditions for \( M \) such that \( M \) satisfies \( P \leadsto Q \), the fair weakest-precondition \( FW\, P(M)(Q) \) defines the weakest precondition leading to \( Q \) under fairness assumption for \( M \). By construction, \( P \land I(M) \Rightarrow FW\, P(M)(Q) \). The last step for the construction of the refinement diagram is to attach to each label \( l \) an assertion denoted \( A_l \) and defined by \( A_l \equiv c = l \land FW\, P(M)(Q) \). By construction, the resulting graph is a refinement diagram for \( M, P, \) and \( Q \) over \( L \) and \( A \). The short explanation shows that it is always possible to build a refinement diagram, when the machine \( M \) satisfies conditions listed above.

4 Applications

We illustrate the use of patterns by considering classical algorithmic problems.

4.1 **Primitive recursive functions**

The first application is the development of an algorithm from the definition of primitive recursive functions. We have already used this example [19] for illustrating the development of **EVENT B** models, but we now apply the current methodology, and we re-use elements of [19].

**The class of primitive recursive functions** In computability theory [46], the primitive recursive functions constitute a strict subclass of general recursive functions, which is also called the class of computable functions. Many computable functions are primitive recursive, including addition, multiplication, exponentiation, and sign. In fact, a primitive function corresponds to a bounded (for) loop, and we show how to derive the (for) algorithm from the definition of the primitive recursive functions.

The primitive recursive functions are defined by initial functions (the 0-place zero function \( \zeta \), the \( k \)-place projection function \( \pi^k \), the successor function \( \sigma \)) and by two combining rules, namely, the composition rule and the primitive recursive rule. More precisely, we give this definition of functions and rules.

• \( \zeta() = 0 \)
• \( \forall i \in \{1, \ldots, k\} : \forall x_1, \ldots, x_k \in \mathbb{N} : \pi^k_i(x_1, \ldots, x_k) = x_i \)
• \( \forall x \in \mathbb{N} : \sigma(n) = n + 1 \)
• If \( g \) is a \( \ell \)-place function, if \( h_1, \ldots, h_\ell \) are \( n \)-place functions, and if the function \( f \) is defined by \( \forall x_1, \ldots, x_n \in \mathbb{N} : f(x_1, \ldots, x_n) = g(h_1(x_1, \ldots, x_n), \ldots, h_\ell(x_1, \ldots, x_n)) \), then \( f \) is obtained from \( g \) and \( h_1, \ldots, h_\ell \) by composition.
• If \( g \) is a \( \ell \)-place function, if \( h \) is a \((\ell + 2)\)-place function, and if the function \( f \) is defined by
\[
\begin{align*}
  f(x_1, \ldots, x_\ell, 0) &= g(x_1, \ldots, x_\ell) \\
  f(x_1, \ldots, x_\ell, x + 1) &= h(x_1, \ldots, x_\ell, x, f(x_1, \ldots, x_\ell, x))
\end{align*}
\]
then \( f \) is obtained from \( g \) and \( h \) by primitive recursion.

A function \( f \) is primitive recursive if it is an initial function or can be generated from initial functions by some finite sequence of the operations of composition and primitive recursion. A primitive recursive function is computed by an iteration, and we define a general framework for stating the development of functions defined by primitive recursion using predicate diagrams.

A first Event B component is derived from the definitions of these functions.

<table>
<thead>
<tr>
<th>CONTEXT</th>
<th>CPRIMREC1</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONSTANTS</td>
<td></td>
</tr>
<tr>
<td>( f, g, h, a, b )</td>
<td></td>
</tr>
<tr>
<td>AXIOMS</td>
<td></td>
</tr>
<tr>
<td>( axm1 : g \in \mathbb{N} \rightarrow \mathbb{N} )</td>
<td></td>
</tr>
<tr>
<td>( axm2 : h \in \mathbb{N} \times \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N} )</td>
<td></td>
</tr>
<tr>
<td>( axm3 : f \in \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N} )</td>
<td></td>
</tr>
<tr>
<td>( axm4 : \forall x : x \in \mathbb{N} \Rightarrow f(x \mapsto 0) = g(x) )</td>
<td></td>
</tr>
<tr>
<td>( axm5 : \forall x, y : x \in \mathbb{N} \land y \in \mathbb{N} \Rightarrow f(x \mapsto y + 1) = h(x \mapsto y \mapsto f(x \mapsto y)) )</td>
<td></td>
</tr>
<tr>
<td>( axm6 : a \in \mathbb{N} )</td>
<td></td>
</tr>
<tr>
<td>( axm7 : b \in \mathbb{N} )</td>
<td></td>
</tr>
</tbody>
</table>

We have simplified the definitions of primitive recursive functions, because we had to add details about the fact that the resulting function is the fixed point of the set of equations. Our choice is to define them in the list of axioms, and this means that we guarantee the consistency of the definitions according to our reference manual [46].

**Specification of the computing** We apply the following schema, producing a first specification related to the issue of computing the value \( f(a, b) \).

The machine PRIMREC1 is simply defined as follows.
Clearly, we have another expression that uses a mathematical expression on the left side of the assignment. This defines the what. We consider the problem for deriving a procedure for computing a primitive recursive function \( f \) defined by the classical equations from two other functions \( g \) and \( h \). We have mainly used the automatic procedures provided by the RODIN platform. The context CPRIMREC2 is, in fact, the context CPRIMREC1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Total</th>
<th>Auto</th>
<th>Manual</th>
<th>Reviewed</th>
<th>Undischarged</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPRIMREC1</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PRIMREC1</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PRIMREC2</td>
<td>26</td>
<td>11</td>
<td>15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Global</td>
<td>33</td>
<td>16</td>
<td>17</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The decomposition of the computation of \( f \) is based on its definitions, and we derive the refinement diagram (see Fig.5) and the model PRIMREC2, defined as follows.
MACHINE PRIMREC2
REFINES PRIMREC1
SEES CPRIMREC2
VARIABLES
r, c, temp
INVARIANTS
inv1 : c ∈ LOC
inv2 : temp ∈ N
inv4 : c = callingf ⇒ b ≠ 0
inv3 : c = callingh ⇒ b ≠ 0
inv5 : c = callingh ⇒ temp = f(a → b – 1)

EVENTS
EVENT INITIALISATION
BEGIN
act1 : r :∈ N
act2 : c := start
act3 : temp :∈ N
END
EVENT computing1
REFINES computing
WHEN
grd1 : c = start
grd2 : b = 0
THEN
act1 : r := g(a)
act1 : c := end
END
EVENT calling
WHEN
grd1 : c = start
grd2 : b ≠ 0
THEN
act1 : c := callingf
END

EVENT callingf
WHEN
grd1 : c = callingf
THEN
act1 : temp := f(a → b – 1)
act2 : c := callingh
END
EVENT callingh
REFINES computing
WHEN
grd1 : c = callingh
THEN
act1 : r := h(a → b – 1 → temp)
act2 : c := end
END

In this case, both events EVENT computing1 and EVENT callingh are translated into two calls corresponding to the procedure computing g and to the procedure computing h. Next, we have to develop the two procedures using the same pattern. This case study shows that we have a hierarchical and structured development when using the structure of context and the EVENT B machine. The algorithm of the procedure is easily derived from these events.

- Event COMPUTING1 is translated by the procedure call G(x, y).
\[ c = \text{start} \land a \in \mathbb{N} \land b \in \mathbb{N} \]

\[ c = \text{start} \land b \neq 0 \]

\[ c = \text{calling} \]

\[ c = \text{callingf} \]

\[ c = \text{callingh} \land \text{tempr} = f(a \mapsto b - 1) \]

\[ c = \text{end} \land r = f(a \mapsto b) \]

\[ c = \text{end} \land r = f(a \mapsto b) \]

\[ c = \text{end} \land r = f(a \mapsto b) \]

\[ c = \text{calling} \land b = 0 \]

\[ c = \text{start} \land b = 0 \]

\[ c = \text{calling} \]

\[ c = \text{callingf} \]

\[ c = \text{callingh} \land \text{tempr} = f(a \mapsto b - 1) \]

\[ c = \text{end} \land r = f(a \mapsto b) \]

\[ c = \text{end} \land r = f(a \mapsto b) \]

\[ c = \text{calling} \land b = 0 \]

\[ c = \text{start} \land b \neq 0 \]

**Fig. 5.** Refinement diagram for computing \( f \) from \( g \) and \( h \)

- Event \text{CALLINGH} is translated by the procedure call \( H(x, y, z, t) \).
- Event \text{CALLING} is translated by the procedure call \( F(x, y, z) \).

**Algorithm 2:** \( F(a, b; \ \text{var} \ r) \)

\[
\begin{align*}
\text{precondition} & : a \in \mathbb{N} \land b \in \mathbb{N} \\
\text{postcondition} & : r = f(a \mapsto b) \\
\text{local variables} & : \text{tempr} \in \mathbb{N} \\
\text{if} \ b = 0 \ & \text{then} \\
& \quad G(a, r); \\
\text{else} \\
& \quad F(a, b - 1, \text{tempr}); \\
& \quad H(a, b, \text{tempr}, r); \\
& \text{;}
\end{align*}
\]

The invariant is not very difficult to discover, because it is based on inductive analysis. This is the main advantage of this technique. \( G \) and \( H \) are developed by reapplying the same pattern, as long as it remains events which are not implemented.
4.2 Floyd’s algorithm

Summary of the problem Floyd’s algorithm [29] computes the shortest distances in a graph and is based on an algorithmic design technique called dynamic programming, where simpler sub-problems are first solved before the full problem is solved. It computes a distance matrix from a cost matrix, where the cost of the shortest path between each pair of vertices is \( O(|V|^3) \). The set of nodes \( N \) is \( 1..n \), where \( n \) is a constant value, and the graph is simply represented by the distance function \( d \) \( (d \in N \times N \times N \mapsto \mathbb{N}) \). When the function is not defined, it means that there is no vertex between the two nodes. The relation of the graph is defined as the domain of the function \( d \). \( n \) is clearly greater than 1, meaning that the set of nodes is not empty.

The distance function \( d \) is defined inductively from bottom to top according to the principle of dynamic programming, and the following axioms define this function.

- **axm1**: \( d \in N \times N \times N \mapsto \mathbb{N} \): \( d \) is a partial function, which assigns a value representing the distance \( v \) from a node \( i \) to a node \( j \) while intermediate nodes are smaller than \( k \). It is defined by \( d(k \mapsto i \mapsto j) = v \). The function is partial, because the value may not exist. Other axioms define the function \( d \) inductively.

- **axm5**: \( \forall i.i \in N \Rightarrow 0 \mapsto i \mapsto i \in \text{dom}(d) \land d(0 \mapsto i \mapsto i) = 0 \)

- **axm6**: \( \forall i,j,k.\)

\[
\begin{align*}
&k - 1 \mapsto i \mapsto j \in \text{dom}(d) \\
&\land (k - 1 \mapsto i \mapsto k \notin \text{dom}(d) \lor k - 1 \mapsto j \notin \text{dom}(d)) \\
\Rightarrow \\
&k \mapsto i \mapsto j \in \text{dom}(d) \land d(k \mapsto i \mapsto j) = d(k - 1 \mapsto i \mapsto j)
\end{align*}
\]

- **axm7**: \( \forall i,j,k.\)

\[
\begin{align*}
&k - 1 \mapsto i \mapsto j \in \text{dom}(d) \\
&\land k - 1 \mapsto i \mapsto k \in \text{dom}(d) \\
&\land k - 1 \mapsto k \mapsto j \in \text{dom}(d) \\
&\land d(k - 1 \mapsto i \mapsto j) \leq d(k - 1 \mapsto i \mapsto k) + d(k - 1 \mapsto k \mapsto j) \\
\Rightarrow \\
&k \mapsto i \mapsto j \in \text{dom}(d) \\
&\land d(k \mapsto i \mapsto j) = d(k - 1 \mapsto i \mapsto j)
\end{align*}
\]

- **axm8**: \( \forall i,j,k.\)

\[
\begin{align*}
&k - 1 \mapsto i \mapsto j \in \text{dom}(d) \\
&\land k - 1 \mapsto i \mapsto k \in \text{dom}(d) \\
&\land k - 1 \mapsto k \mapsto j \in \text{dom}(d) \\
&\land d(k - 1 \mapsto i \mapsto j) > d(k - 1 \mapsto i \mapsto k) + d(k - 1 \mapsto k \mapsto j) \\
\Rightarrow \\
&k \mapsto i \mapsto j \in \text{dom}(d) \\
&\land d(k \mapsto i \mapsto j) = d(k - 1 \mapsto i \mapsto k) + d(k - 1 \mapsto k \mapsto j)
\end{align*}
\]

- **axm9**: \( \forall i,j,k.\)

\[
\begin{align*}
&k - 1 \mapsto i \mapsto j \notin \text{dom}(d) \\
&\land k - 1 \mapsto i \mapsto k \in \text{dom}(d) \\
&\land k - 1 \mapsto k \mapsto j \in \text{dom}(d) \\
\Rightarrow \\
&k \mapsto i \mapsto j \in \text{dom}(d)
\end{align*}
\]

The optimality property is derived from the definition of \( d \) itself, because it starts by defining the bottom
elements and applies an optimal principle summarized as follows: $D_{i+1}(a, b) = \min(D_i(a, b), D_i(a, i+1) + D_i(i+1, b))$. This means that the distances in $D_i$ represent paths with intermediate vertices smaller than $i$. $D_{i+1}$ is defined by comparing new paths including $i+1$. $D_i$ is defined by a partial function over $N \times N \times N$. The partiality of $d$ leads to some possible problems in computing the minimum, and when at least one term is not defined, we should define a specific definition for the resulting term. Floyd’s algorithm provides an algorithmic process for obtaining a matrix of all shortest possible paths with respect to a given initial matrix that represents links between nodes together with their distance.

Our first attempt was based on the computation of a shortest path between two given nodes $a$ and $b$. The resulting matrix is called $R$, and a Boolean variable $FD$ indicates whether the shortest path exists. In fact, this first attempt was not the strict Floyd’s algorithm but used the same principle of computation for the resulting matrix $R$. In the case of Floyd’s algorithm, the computation is global over all possible pairs of nodes.

The first step defines the context of the problem, which is validated by the RODIN platform[45]. We design an algorithm that computes the value of the shortest path between two given nodes but uses the same principle as Floyd’s algorithm.

The new model SPATH1 (see Fig:6) uses the definitions of the context SPATH0. The event EVENT FLOYDKO models the fact that the call of floyd returns the value FALSE for $FD$, namely, that there is no path between $a$ and $b$. The event FLOYDOK returns the value TRUE for $FD$ and the value of the minimal path from $a$ to $b$. The two events are also interpreted by a procedure that is called with respect to the existence of a path.

Next, we have two events, defined using the constant $d$, that are to be computed. Floyd’s algorithm is not as simple as the previous example, but we have developed it after providing a complete definition of $d$. The main difficulty lies in the definition of $d$, which models the partiality of the result. The non-existence of a path is expressed by the variable $FD$.

**Producing the refinement diagram** We construct two parts of the refinement diagram for analyzing the various steps and events that should be added to the refinement model. Consider a simply described case.

\[
spath(l, a, b, g, D, FD) \xrightarrow{\text{call-as-event}} \text{SPATH1} \xrightarrow{\text{SEES}} \text{SPATH0}
\]
MACHINE SPATH1
SEES SPATH0
VARIABLES $D$, $FD$
INvariants 
$inv_1 : D \in N \times N \rightarrow N$
$inv_2 : FD \in BOOL$
EVENTS
INITIALISATION
BEGIN
$act_1 : D : |$

\[
\begin{aligned}
D' &\in N \times N \rightarrow N \\
\wedge (\forall i,j \cdot 0 \mapsto i \mapsto j \in dom(d)) \\
\Rightarrow \\
(\forall i,j \cdot 0 \mapsto i \mapsto j \in dom(D')) \\
\wedge D'(i \mapsto j) = d(0 \mapsto i \mapsto j)) \\
\end{aligned}
\]

$act_2 : FD := FALSE$
END
EVENT shortestpathOK
WHEN
$grd_1 : l \mapsto a \mapsto b \in dom(d)$
THEN
$act_1 : D(a \mapsto b) := d(l \mapsto a \mapsto b)$
$act_2 : FD := TRUE$
END
EVENT shortestpathKO
WHEN
$grd_1 : l \mapsto a \mapsto b \notin dom(d)$
THEN
$act_1 : FD := FALSE$
END
END

Fig. 6. Machine SPATH1

EVENT shortestpathOK
REFINES shortestpathOK
WHEN
$grd_2 : l = 0$
$grd_1 : a \mapsto b \in dom(D)$
$grd_3 : c = start$
THEN
$act_2 : FD := TRUE$
$act_3 : c := end$
END

When the value of $l$ is 0 and $D$ is defined for the pair $a \mapsto b$, it means that there is a path between $a$ and $b$ without any intermediate node. This is the basic case, and the value TRUE for $FD$ is returned. The control is set to $end$, because the procedure is complete.
l = 0 \land c = \text{start}
\hspace{1cm}
l = 0 \land a \mapsto b \notin \text{dom}(D)
\hspace{1cm}
l = 0 \land c = \text{start} \land a \mapsto b \notin \text{dom}(D)
\hspace{1cm}
\text{floydKO}
\hspace{1cm}
l = 0 \land c = \text{end} \land F_{\text{path}} = \text{FALSE}

**EVENT shortestpathKO**

**REFINES** shortestpathKO

**WHEN**

\begin{align*}
\text{grd2} : l &= 0 \\
\text{grd1} : a \mapsto b &\notin \text{dom}(D) \\
\text{grd3} : c &= \text{start}
\end{align*}

**THEN**

\begin{align*}
\text{act1} : F_{D} &:= \text{FALSE} \\
\text{act2} : c &:= \text{end}
\end{align*}

**END**

When the value of \(l\) is 0 and when \(D\) is not defined for the pair \(a \mapsto b\), it means that there is no elementary path between \(a\) and \(b\). It is the basic case and one returns the value \(\text{FALSE}\) for \(F_{D}\). The control is set to \(\text{end}\), since the procedure is completed. We have considered the basic case when \(l\) is 0.

**Completing the development** The structure should now be completed, and we obtain a model \(\text{SPATH2}\) from the refinement diagram. The invariant is very long but not very difficult to compute. A theorem prover is very useful for this task and we inject new assertions from unproved proof obligations in the invariant. The invariant is defined by interacting with the prover and by considering each possible control state. The main idea is to provide events that refine the events of the abstraction and that take into account the various possible cases for the values \(D_{1}, D_{2},\) and \(D_{3}\) containing respectively \(d(l-1 \mapsto a \mapsto b)\), \(d(l-1 \mapsto a \mapsto l)\), and \(d(l-1 \mapsto l \mapsto b)\), when they are defined. This undefined status produces a number of cases for the invariant. We sketch the events of the refinement model.

- **EVENT floydcall-1** transfers the control to step1, when \(l\) is not 0.
- **EVENT floydcall-2ok** and **EVENT floydcall-2ko** assign \(d(l-1 \mapsto a \mapsto b)\) to \(D_{1}\), when it is defined (\(F_{D1}\) is true).
- **EVENT floydcall-3ok** and **EVENT floydcall-3ko** assign \(d(l-1 \mapsto a \mapsto l)\) to \(D_{2}\), when it is defined (\(F_{D2}\) is true).
- **EVENT floydcall-4ok** and **EVENT floydcall-4ko** assign \(d(l-1 \mapsto l \mapsto b)\) to \(D_{3}\), when it is defined (\(F_{D3}\) is true).
- **EVENT floydcallOK-ppmin**, **EVENT floydcallOK-ppmax**, **EVENT FloydOK-mp**, **EVENT floydOK-pmp**, and **EVENT floydKOelse** refine **REFINES** floydOK
and take into account the value of the Boolean variables $F D_1$, $F D_2$, and $F D_3$ for evaluating the shortest path from $a$ to $b$ through states smaller than $l$.

The events are controlled by the variable $c$, which drives the control from $\text{start}$ to $\text{step1}$, $\text{step2}$, $\text{step3}$, $\text{finalstep}$, and $\text{end}$.

The number of proof obligations is very high, because it corresponds to the defined or undefined status of $d$ for two nodes with respect to a possible set of intermediate nodes. Proofs are not very complex, and the invariant is incrementally built by adding forgotten cases.

<table>
<thead>
<tr>
<th>Model</th>
<th>Total</th>
<th>Auto</th>
<th>Manual</th>
<th>Reviewed</th>
<th>Undischarged</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSPATH1</td>
<td>8</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SPATH1</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SPATH2</td>
<td>493</td>
<td>317</td>
<td>176</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Global</td>
<td>506</td>
<td>329</td>
<td>177</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

We derive the algorithm from the complete refinement diagram built from the events and omitted because of its size.

The frame (see Fig. 8) contains the C code produced for the algorithm (see Fig. 7). We have produced the C code by hand, forgetting that C array indices start at 0. This means that our initial calls were wrongly written, making it clear that we need a mechanized way to produce code. Moreover, there are some conditions to check and some interactions to manage, with users able to obtain help with their choices.

The pattern is completed:

```
spath(l,a,b,g,D,FD) call-as-event CSPATH1 SEES CSPATH1
```

Others case studies have been developed using the pattern. We have completely developed a searching algorithm during a tutorial session of master students: no preparation was done previously and the example was suggested by students. It appears that the pattern structures the different steps to follow and it helps to discover the invariant by injection of unproved proof obligations. The recursive nature of the analysis makes easier the discovery of invariant. The sortin by insertion is also a developed example and we are developing the CYK algorithm based on dynamic programming techniques: the main effort is in the modelling phase in the context.

5 Conclusion and perspectives

In this paper, we combine concepts of the EVENT B method and programming paradigms by defining a proof-based pattern based on the call-as-event principle. Proof-based development constitutes a very powerful framework for constructing procedures, programs, and systems, but it requires the use of formal techniques and formal languages. Consequently, the introduction of patterns or general structures for helping users to obtain correct systems with minimal effort is a very important direction. We have proposed a pattern as a means to structure refinement-based development. We suggest the definition of the pattern as a structure to fill with models or with actions to perform. We consider that it is like a design calculus [32], being based on validation through logical actions. However, the issue is to provide the basic concepts of pattern design and pattern use.

Our main goal is to facilitate the use of the EVENT B modelling language by proposing techniques and
Algorithm 3: spath(l,a,b;var D,FD)

precondition : l ∈ 1..n ∧ a ∈ N ∧ b ∈ N

postcondition : D, FD

local variables: FD1, FD2, FD3 ∈ BOOL; D1, D2, D3 ∈ Z

FD := FALSE;
FD1 := FALSE;
FD2 := FALSE;
FD3 := FALSE;

if l = 0 then
  if (a,b) ∈ dom(D) then
    FD := TRUE;
    R := D[a,b];
  else
    FD := FALSE;
  
else
  spath(l−1,a,b,D;FD1);
  spath(l−1,a,l,D2;FD2);
  spath(l−1,l,b,D3;FD3);

  case FD1 ∧ FD2 ∧ FD3
  if D1 < D2 + D3 then
    R := D1;
  else
    R := D2 + D3;
  
  case FD1 ∧ (~FD2 ∨ ~FD3)
  R := D1;
  FD := TRUE;

  case ~FD1 ∧ (FD2 ∧ FD3)
  R := D2 + D3;
  FD := TRUE;

  case ~FD1 ∧ (~FD2 ∨ ~FD3)
  FD := FALSE;

Fig. 7. Floyd’s algorithm

tools. Proofs were improved, even though RODIN has unexpected features. The general structure states the link between programming objects and modelling objects and provides a way to map an EVENT B model to a sequential program. Refinement is the step that introduces control points and guarantees the correctness of the resulting algorithm. We have formalized, generalized, and illustrated the technique introduced by Cansell and Méry in [21], and unspecified details in their paper have been made more precise. The technique of development is a top-down approach, which is clearly well known from the earlier works of Dijkstra[28, 40] and uses refinement to control the correctness of the resulting algorithm. It relies on a more fundamental
issue related to the notion of the problem to solve. A specific diagram is used to organize the refinement, and we call it a refinement diagram. It is very similar to a proof lattice and provides a way of deriving the total correctness of the resulting algorithm. The translation of EVENT B models into sequential programs has already been proposed by Abrial, but our models correspond to acyclic refinement diagrams, as opposed to those implicitly used by Abrial. We have an automatic transformation of the refinement model into an algorithm.

We have used the technique in the teaching of the design of algorithms. Surprisingly, students discovered invariants using the theorem prover of the RODIN platform. In fact, we think that it is the recursive nature of the development that made the discovery of invariants easier. Proof obligations were not very difficult because we inherit the recursiveness of the structure of the problem. Floyd’s algorithm is not a trivial algorithm, but proof obligations were not difficult to prove. It now remains to implement the pattern and to extend it to handle distributed systems.

Finally, we have introduced our work by referring to Eiffel, JML, and Spec#. The translation from an expression in one of these languages to the EVENT B landscape would be an interesting test of the usability of our method and of the general structure stating the links between the various elements in the development. Further work will integrate the development of distributed algorithms by listing new patterns for the design of correct-by-construction distributed algorithms.

Fig. 8. C Code for the algorithm Figure 7
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