PASSIVE SPREAD-SPECTRUM STEGANALYSIS
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ABSTRACT

We consider the problem of passive spread-spectrum steganalysis where the objective is to decide the presence or absence of spread-spectrum hidden data in a given image (a binary hypothesis testing problem). Unlike conventional feature-based approaches, we describe an unsupervised (blind) low-complexity approach based on generalized least-squares principles that may enable rapid high-volume image processing. Extensive experiments on image sets and comparisons with existing steganalysis techniques demonstrate most satisfactory classification performance measured in probability of correct detection versus induced false alarm rate.

Index Terms—Blind detection, covert communications, data hiding, spread-spectrum embedding, steganalysis, steganography, watermarking.

1. INTRODUCTION

Steganography, which literally means “covered writing” in Greek, is the process of hiding data under a cover medium (also referred to as host), such as image, video, audio, or text. The basic purpose of steganography is to establish covert communication between trusting parties and imposes the requirement of concealing (not encrypting) the existence of the hidden message.

Steganalysis is the countermeasure technology to steganography. A primary task of steganalysis is to decide the presence or absence of hidden messages in given media objects. We call this binary hypothesis testing problem passive steganalysis. In contrast, active steganalysis refers to the effort of extracting the actual hidden data.

In this work, we are interested only in passive steganalysis for rapid, high-volume processing of suspect images. Most existing passive steganalysis approaches [1]-[6] utilize feature classification techniques. With a training set consisting of clean cover and corresponding stego images with hidden information, features can be extracted from cover/stego images and their statistics are studied to design a classifier. The success of the steganalist heavily depends on the ability to identify the statistical changes induced by the embedding and extract the sensitive features that can indicate these statistical changes. However, for transform domain spread-spectrum (SS) steganography [7]-[9], and in particular optimal spread-spectrum embedding [10],[11], in which random-noise secret message signals are added to the host, a limited number of features cannot always differentiate between plain images and their corresponding stego versions. Using a larger number of and/or higher-order statistics features can enhance the sensitivity of the feature detector, but significantly increases computational complexity [6].

In this paper, we describe a novel unsupervised, low-complexity passive SS image steganalysis procedure that is blind in nature (requires no training) and may support high-volume classification processing. Instead of extracting and evaluating features of a tested image, the developed passive steganalysis method makes a small number of independent attempts to blindly extract potential hidden data using the iterative generalized least squares (IGLS) algorithm [12]. Cross-correlation of the returned “hidden data” sequences constitutes the decision statistic on which the binary classifier operates. This (unsupervised) classifier performs favorably compared to conventional (supervised) feature-based approaches to SS steganalysis, is image independent, has low computational complexity, and exhibits remarkable sensitivity to small-payload SS data hiding.

2. SYSTEM MODEL AND NOTATION

In this section, we describe briefly the spread spectrum data hiding model and introduce our notation. Consider a host image \( \mathbf{H} \in \mathcal{M}^{N_1 \times N_2} \) where \( \mathcal{M} \) is the finite image alphabet and \( N_1 \times N_2 \) is the image size in pixels. Without loss of generality, the image \( \mathbf{H} \) is partitioned into \( M \) local non-overlapping blocks of size \( N_1 \times N_2 \). Each block \( \mathbf{H}_1, \mathbf{H}_2, \ldots, \mathbf{H}_M \) is to carry \( K \) hidden information bits coming -potentially- from \( K \) distinct messages. Embedding is performed in a 2-D transform domain \( \mathcal{T} \) (such as the discrete cosine transform, for example). After transform calculation and vectorization (for example, by conventional zig-zag scanning), we obtain \( \mathcal{T}(\mathbf{H}_m) \in \mathbb{R}^{N_1 \times N_2}, m = 1, 2, \ldots, M \). From the transform domain vectors \( \mathcal{T}(\mathbf{H}_m) \) we choose a fixed subset of \( L \leq \frac{N_1 \times N_2}{M} \) coefficients (bins) to form the final host vectors \( \mathbf{x}(m) \in \mathbb{R}^L, m = 1, 2, \ldots, M \). It is common and appropriate to avoid the dc coefficient (if applicable) due to high perceptual sensitivity in changes of the dc value.
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The $K$ distinct message bit sequences $\{b_k(m)\}_{m=1}^{M}$, $k = 1, 2, \ldots, K$, are hidden in the transform-domain host vectors $\{x(m)\}_{m=1}^{M}$ via additive SS embedding by means of $K$ spreading sequences (signatures) $v_k \in \mathbb{R}^L$, $k = 1, 2, \ldots, K$,

$$y(m) = \sum_{k=1}^{K} b_k(m)v_k + x(m) + n(m), \quad m = 1, \ldots, M,$$  

(1)

where, for the sake of generality, $n(m) \sim N(0, \sigma_n^2 I_L)$ accounts for external white Gaussian noise\(^1\) with variance $\sigma_n^2$. It is assumed that $b_k(m)$ behave as equi-probable binary random variables that are independent in time, $m = 1, \ldots, M$, and across messages, $k = 1, \ldots, K$. The contribution of each individual embedded message bit $b_k$ to the composite stego signal is $b_k v_k$ and the mean-squared distortion to the original host data $x$ due to the embedded $k$ message alone is

$$\mathbb{E}[\|b_k v_k\|^2] = \|v_k\|^2, \quad k = 1, 2, \ldots, K,$$  

(2)

where $\mathbb{E}\{\cdot\}$ denotes statistical expectation.

Define the combined “disturbance” to the hidden data (host plus noise) $z(m) \triangleq x(m) + n(m)$. Then, SS embedding by (1) can be rewritten as

$$y(m) = \sum_{k=1}^{K} b_k(m)v_k + z(m), \quad m = 1, \ldots, M,$$  

(3)

where $z(m)$ is modeled as a sequence of zero-mean (without loss of generality) vectors with autocovariance matrix $R_z = \mathbb{E}\{zz^T\}$ where $T$ denotes the transpose operator. For notational simplicity we form the compound data observation matrix as

$$Y = \sum_{k=1}^{K} v_k b_k^T + Z$$  

(4)

where $Y \triangleq [y(1), \ldots, y(M)] \in \mathbb{R}^{L \times M}$, $b_k \triangleq [b_k(1) \ldots b_k(M)]^T \in \{\pm1\}^{M \times 1}$, and $Z \triangleq [z(1) \ldots z(M)] \in \mathbb{R}^{L \times M}$.

3. ITERATIVE GENERALIZED LEAST SQUARES PROCESSING

The objective of passive steganalysis is, given the observation matrix $Y$ in (4), to decide whether $Y$ is of the form of $Z$ alone (non-stego image) or of the form $\sum_{k=1}^{K} v_k b_k^T + Z$ (stego image) for some vectors $b_k, v_k, k = 1, \ldots, K$, and some $K \in \{1, 2, \ldots\}$.

To facilitate the presentation of our developments let us begin with the given case of $K = 1$ (data hidden with one signature only) where

$$Y = vb^T + Z.$$  

(5)

If $Z$ were to be modeled as Gaussian, the joint maximum-likelihood (ML) estimator of $v$ and detector of $b$ would be

$$\hat{v}, \hat{b} = \arg \min_{v \in \mathbb{R}^L, b \in \{\pm1\}^M} \|\mathbb{R}_v^{-\frac{1}{2}}(Y - \hat{v}b^T)\|_F^2$$  

(6)

where $\| \cdot \|_F$ is the matrix Frobenius norm\(^2\). If Gaussianity of $Z$ is not to be invoked, then (6) is simply referred to as the joint generalized least-squares solution of $v$ and $b$. In any case, regrettfully, joint estimation of $v$ and detection of $b$ by (6) has complexity exponential in $M$ (the length of the hidden message in bits). To manage the computational complexity, we may attempt to reach a quality approximation of the solution of (6) by computing a generalized least squares update of one of the unknown vector parameters conditioned on a previously obtained estimate of the other vector parameter, iteratively. That is, pretend $\hat{b}$ is fixed/knowable; then, the least squares estimate of $v$ is

$$\hat{v}_{LS} = \frac{1}{M} Y \hat{b}.$$  

(7)

Pretend, in turn, $\hat{v}$ is fixed/knowable; then, the hard-limited least squares estimate of $b$ is

$$\hat{b}_{LS} = \text{sign}(Y^T \hat{R}_y^{-1} \hat{v})$$  

(8)

The iterative generalized least squares (IGLS) procedure suggested by the two above equations is now straightforward [12]. Initialize $\hat{b} \in \{\pm1\}^{M \times 1}$ arbitrarily and alternate iteratively between (7) and (8) to obtain at each step conditionally least-squares optimal estimates of one vector parameter given the other. Stop when convergence is observed. The computational complexity of the scheme is dominated by the inversion of the matrix $\hat{R}_y$ with general cost $O(L^3)$. For the sake of mathematical accuracy, we note that there is always a global phase/sign ambiguity present in $\hat{b}_{LS}$ which can be overcome with a few known (or guessed) data symbols for phase/sign correction.

Consider now what can happen when the described IGLS scheme of (7), (8) is applied to an image that has undergone multi-signature (i.e. $K > 1$) message embedding. To illustrate the investigation, we consider the familiar 512 x 512 Baboon gray image and embed $K = 2$ messages $b_1, b_2$ of 4,096 bits each via multi-signature SS embedding by (1) with arbitrary signatures $v_1$ and $v_2$, correspondingly. The length of the signatures is set at $L = 63$, the per-message distortion is $D_k = 30\text{dB}$, $k = 1, 2$, and white Gaussian noise is added of variance $\sigma_n^2 = 3\text{dB}$. Next, we make $P = 100$ independent attempts to blindly extract hidden data by executing (7) and (8) with arbitrary distinct initializations $\hat{b}$. We call the corresponding returned decision vectors $\hat{b}_i^{(1)}$, $i = 1, \ldots, P$, and evaluate $\theta_1^{(i)} \triangleq \mathbb{R}^{1/2} \hat{b}_i^{(1)}/M$ and $\theta_2^{(i)} \triangleq b_2^{(i)} \hat{b}_i^{(1)}/M$, $i = 1, \ldots, P$, which are the normalized cross-correlations between $b_1^{(i)}$ and the true hidden message vectors $b_1$ and $b_2$, respectively. Under the assumption that message bits are statistically independent from each other, if $b_1^{(i)}$ is a satisfactory

\(^1\)Additive white Gaussian noise is frequently viewed as a suitable model for quantization errors, channel transmission disturbances, and/or image processing attacks.

\(^2\)Bas and Cayre [13] explain that if $z(m)$, $m = 1, \ldots, M$, were white Gaussian vectors, then independent (principal) component analysis would readily reveal the signature vector $v$. However, in general transform-domain image -for example- embedding, the structure of the autocorrelation matrix of $x(m)$ is far from constant-value diagonal [10].


Table 1. Blind IGLS-based Passive SS Steganalysis

| Input: Data matrix $Y \in \mathbb{R}^{L \times M}$. |
| Initialization: $\mathbf{R}_1^{-1} := \frac{1}{N} \mathbf{Y} \mathbf{Y}^T \in \mathbb{R}^{L \times L}$; $P; \gamma$; $\text{Stego} = 0; i = 0$. |
| While $i \leq P$ |
| $i = i + 1$ |
| Execute (7), (8) iteratively to convergence and obtain $\hat{b}_i$ |
| If $|\rho_{i,j}| := |\hat{b}_i^T \hat{b}_j^i|/M > \gamma$ for any $1 \leq j \leq i$ |
| $\text{Stego} = 1; i = P + 1$. |
| End |
| End |

Different message vectors, $|\rho_{i,j}|$ is to be near zero. To gain some experimental insight in the statistical properties of $\rho_{i,j}$, we consider the data set of [14] and embed a random number of messages $K \in \{1, 2, \ldots, 5\}$ via multi-signature, as needed. SS embedding by (1) with arbitrary signatures. The length of the signatures $L$ is drawn randomly from $\{30, 31, \ldots, 63\}$, the per-message distortion is fixed at $\sigma_n = 30\text{dB}$, $k = 1, \ldots, K$, and $\sigma_n^2 = 3\text{dB}$. We carry out $P = 100$ independent executions of (7), (8) with arbitrary distinct initializations $\hat{b}$ and plot in Fig. 2(a) the empirical probability distribution of $\rho_{i,j}, i \neq j \in \{1, \ldots, P\}$. A clear bimodal distribution around 0 and ±1 appears. In contrast, when $\hat{b}_j$ is evaluated on non-stego, plain images (Fig. 2(b)), the distribution is much different, unimodal and Gaussian-like with very low probability of $|\rho_{i,j}| > 0.5$.

The proposed blind binary classifier uses $|\rho_{i,j}|$ as its decision statistic. For a tested image, we execute (7), (8) iteratively $P$ times, to obtain returned vectors $\hat{b}_1^i, \hat{b}_2^i, \ldots, \hat{b}_P^i$. Then, we calculate $\rho_{i,j}$ for all $i \neq j \in \{1, \ldots, P\}$. If for a given threshold $0 \leq \gamma \leq 1$ there exists a pair $i, j, i \neq j$, such that $|\rho_{i,j}| > \gamma$, we classify the image as stego; else, we declare it plain. A larger $\gamma$ threshold value will induce lower probability of false alarm $P_{FA}$ and lower probability of correct identification $P_{C}$; a smaller $\gamma$ will raise both $P_{FA}$ and $P_{C}$.

To further reduce complexity and increase speed of processing, an on-line scheme is preferred over performing the classification after collecting all $P$ extraction vectors. When (7), (8) present us with a new extracted vector $\hat{b}_i^i, i > 1$, we examine all cross-correlations $\rho_{i,j}$ for $1 \leq j \leq i - 1$. If $|\rho_{i,j}| > \gamma$ for any $1 \leq j \leq i - 1$, we classify the tested image as a stego image; else, we continue to generate the next vector $\hat{b}_i^{i+1}$ until we exceed the pre-set number of trials $P$. We summarize the complete on-line IGLS-based passive steganalysis procedure in Table 1.

In [13], Bas and Cayre present an interesting signature-based additive embedding approach different to (1) that is host-vector-by-host-vector dependent and would withstand passive steganalysis based on $|\rho_{i,j}|$ as we describe herein. The embedding is, however, sensitive to disturbance/noise that would lead to high recovery error rates by intended recipients and limit the applicability to general covert communication problems.
of correct identification with low $P_{FA}$. Our proposed passive steganalysis procedure -although blind- is seen, for example, to offer more than 96% identification success rate at 0.1% false alarm rate with only $P = 50$ IGLS-based extraction attempts. Since each attempt uses the same pre-computed inversion of the data correlation matrix $R_x$, the proposed method has quite low computational complexity in comparison with other passive steganalysis approaches [1]-[6].
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