On the Practical Solution of Genus Zero Diophantine Equations

DIMITRIOS POULAKIS† AND EVAGGELOS VOSKOS
Aristotle University of Thessaloniki, Department of Mathematics, 54006 Thessaloniki, Greece

Let $f(X,Y)$ be an absolutely irreducible polynomial with integer coefficients such that the curve defined by the equation $f(X,Y) = 0$ is of genus 0 having at least three infinite valuations. This paper describes a practical general method for the explicit determination of all integer solutions of the diophantine equation $f(X,Y) = 0$. Some elaborated examples are given.

1. Introduction
Let $f(X,Y)$ be an absolutely irreducible polynomial with integer coefficients such that the curve $C$ defined by the equation $f(X,Y) = 0$ is of genus 0. We denote by $\overline{\mathbb{Q}}$ an algebraic closure of the field of rational numbers $\mathbb{Q}$ and by $\overline{\mathbb{Q}}(C)$ the function field of $C$. We suppose that there are at least three discrete valuation rings of $\overline{\mathbb{Q}}(C)$ which dominate the local rings of $C$ at the points at infinity. Maillet (1918, 1919), using the finiteness of the integer solutions of Thue equations established in 1908, proved that the equation $f(X,Y) = 0$ has only finitely many integer solutions (see also, Lang, 1978, Theorem 6.1, p. 146 and 1983, Chapter 8, Section 5). The first effective upper bound for the solutions of Thue equations was obtained in 1968 by A. Baker as a consequence of his study of linear forms in the logarithms of algebraic numbers. Poulakis (1993) calculated the first effective upper bound for the integer solutions of $f(X,Y) = 0$ using an effective version of the Riemann–Roch theorem and an effective upper bound for the solutions of Thue equations. For other results see Bilu (1993, Theorem 5B) and Poulakis (1997, Theorem 2). Unfortunately, since the bounds obtained so far are too large, they cannot provide us with a practical method for solving the equation $f(X,Y) = 0$.

In this paper we give a practical general method for the explicit determination of all integer solutions of a particular equation $f(X,Y) = 0$ satisfying the above properties. It is rested merely on the construction of a parametrization defined over $\mathbb{Q}$ for the points of $C$ (if it exists) and on the practical solution of Thue equations. Since there are efficient algorithms to carry out these two tasks (see for instance Tzanakis and de Weger, 1989; Bilu and Hanrot, 1996; Sendra and Winkler, 1997), we can obtain all the integer solutions to $f(X,Y) = 0$ in a reasonable time.

The paper is organized as follows. In Section 2 we obtain some useful results for the discussion of our method. Section 3 is devoted to the description of the algorithm for
2. Auxiliary Results

Let \( F(X, Y, Z) \in \mathbb{Q}[X, Y, Z] \) be an absolutely irreducible homogeneous polynomial of degree \( N \geq 3 \) such that the curve \( C \) defined by the equation \( F(X, Y, Z) = 0 \) is of genus 0. We suppose that \( C \) has a non-singular point defined over \( \mathbb{Q} \). (If \( N \) is odd or if \( N \) is even and \( C \) has a singularity over \( \mathbb{Q} \) of odd multiplicity, then it is always the case (Sendra and Winkler, 1997, Corollary 2.1).) This is equivalent to the existence of a birational map, over \( \mathbb{Q} \), between \( C \) and the projective line \( \mathbb{P}^1 \) (see Mordell, 1969, Chapter 17, pp. 150-152, and Poulakis, 1998).

**Lemma 2.1.** Let \( u(S, T), v(S, T), w(S, T) \in \mathbb{Z}[S, T] \) be homogeneous polynomials of the same degree with no common non-constant factor (in \( \mathbb{Q}[S, T] \)) such that the correspondence

\[
(S, T) \mapsto (u(S, T), v(S, T), w(S, T))
\]

defines a birational map \( \phi \) over \( \mathbb{Q} \) of \( \mathbb{P}^1 \) to \( C \). Then \( \phi \) is a birational morphism of \( \mathbb{P}^1 \) onto \( C \) and \( \deg(u(S, T)) = \deg(v(S, T)) = \deg(w(S, T)) = N \). Furthermore, if \( (x : y : 1) \) is a non-singular point of \( C(\mathbb{Q}) \), then there exist \( s, t \in \mathbb{Z} \) with \( s \geq 0 \) and \( \gcd(s, t) = 1 \) such that \( x = u(s, t)/w(s, t) \) and \( y = v(s, t)/w(s, t) \).

**Proof.** Let \( (s : t) \in \mathbb{P}^1(\overline{\mathbb{Q}}) \) such that \( u(s, t) = v(s, t) = w(s, t) = 0 \). We can suppose, without loss of generality, that \( t \neq 0 \) and we denote by \( P(S) \) the irreducible polynomial of \( s/t \) over \( \mathbb{Q} \). Then, \( P(S) \) divides the polynomials \( u(S, 1) \), \( v(S, 1) \), \( w(S, 1) \) in \( \mathbb{Q}[S] \) and we find that the homogenization \( P_h(S, T) \) of \( P(S) \) is a common factor of \( u(S, T), v(S, T) \) and \( w(S, T) \), contradicting the fact that \( u(S, T), v(S, T) \) and \( w(S, T) \) have no common non-constant factor in \( \mathbb{Q}[S, T] \). Hence, the birational map \( \phi \) is a morphism. Since \( \phi \) is a birational map, the set \( \phi(\mathbb{P}^1) \) is dense in \( C \) and by Shafarevich (1977, Theorem 2, p. 45), we have that \( \phi(\mathbb{P}^1) \) is a closed subset of \( C \). Hence \( \phi \) is surjective.

Let \( \psi \) be the inverse birational map of \( \phi \). The domain of \( \psi \) contains all the non-singular points of \( C \) (Fulton, 1969, Corollary 1, p. 160). Thus, if \( (x : y : 1) \) is a non-singular point of \( C(\mathbb{Q}) \), then \( \psi((x : y : 1)) = (s : t) \), where \( s \) and \( t \) are integers with \( s \geq 0 \) and \( \gcd(s, t) = 1 \), whence we obtain \( x = u(s, t)/w(s, t) \) and \( y = v(s, t)/w(s, t) \). Finally, Gao and Chou (1992, Theorem 4.4) implies that \( \deg(u(S, T)) = \deg(v(S, T)) = \deg(w(S, T)) = N \). \( \Box \)

Let \( \overline{Q}(C) \) be the function field of \( C \). If \( P \) is a point on \( C \), we denote by \( O_P(C) \) the local ring at \( P \). We call, as usual, the points \( (x : y : z) \) on \( C \), with \( z = 0 \), points at infinity. Furthermore, we denote by \( C_\infty \) the set of discrete valuation rings \( V \) of \( \overline{Q}(C) \) which dominate the local rings of \( C \) at the points at infinity.

**Lemma 2.2.** Let \( u(S, T), v(S, T) \) and \( w(S, T) \) be as in Lemma 2.1. The number of elements of \( C_\infty \) is equal to the number of distinct zeros of \( w(S, T) \). The point \( (0 : 1 : 0) \) (respectively \((1 : 0 : 0)\)) is not on \( C \) if and only if \( u(S, T) \) (respectively \( v(S, T) \)) and \( w(S, T) \) have no common zero. If \((0 : 1 : 0)\) (respectively \((1 : 0 : 0)\)) is a point on \( C \), then
the number of discrete valuation rings of $\overline{\mathbb{Q}}(C)$ lying above the local ring at $(0 : 1 : 0)$ (respectively $(1 : 0 : 0)$) is equal to the number of distinct common zeros of $u(S,T)$ (respectively $v(S,T)$) and $w(S,T)$.

**Proof.** We denote by $\overline{\mathbb{Q}}(\mathbb{P}^1)$ the function field of $\mathbb{P}^1$ and if $Q \in \mathbb{P}^1$ we denote by $O_Q(\mathbb{P}^1)$ the local ring at $Q$. Let $\phi : \mathbb{P}^1 \to C$ be the birational morphism of Lemma 2.1. The correspondence $f \to f \circ \phi$ induces an isomorphism $\hat{\phi}$ from $\overline{\mathbb{Q}}(C)$ onto $\overline{\mathbb{Q}}(\mathbb{P}^1)$. Let $P = (x : y : 0)$ be a point on $C$ at the infinity. We denote by $V_i (i = 1, \ldots, k)$ the discrete valuation rings of $C_\infty$ dominating $O_P(C)$. Then, $\hat{\phi}(V_i)$ is a discrete valuation ring of $\overline{\mathbb{Q}}(\mathbb{P}^1)$ and so there is $P_i \in \mathbb{P}^1$ such that $\hat{\phi}(V_i) = O_{P_i}(\mathbb{P}^1)$ $(i = 1, \ldots, k)$. Since $O_{P_i}(\mathbb{P}^1)$ dominates $\hat{\phi}(O_P(C))$, Fulton (1969, Proposition 11(2), p. 153) implies that $\phi(P_i) = P$. Thus, $w(P_i) = 0$ $(i = 1, \ldots, k)$.

Conversely, let $Q \in \mathbb{P}^1$ with $w(Q) = 0$. Then $\phi(Q) = P$ is a point on $C$ at infinity and by Fulton (1969, Proposition 11(2), p. 153) the discrete valuation ring $O_Q(\mathbb{P}^1)$ dominates $\hat{\phi}(O_P(C))$. Thus, $\hat{\phi}^{-1}(O_Q(\mathbb{P}^1))$ dominates $O_P(C)$. Hence, the number of distinct zeros of $w(S,T)$ is equal to $|C_\infty|$.

By Lemma 2.1, the morphism $\phi$ is surjective. Thus, we obtain that $(0 : 1 : 0)$ (respectively $(1 : 0 : 0)$) is not on $C$ if and only if $u(S,T)$ (respectively $v(S,T)$) and $w(S,T)$ have no common zero. Suppose next that $(0 : 1 : 0)$ (respectively $(1 : 0 : 0)$) is a point on $C$. The above procedure yields that the number of discrete valuation rings dominating the local ring at $(0 : 1 : 0)$ (respectively $(1 : 0 : 0)$) is exactly the number of points $Q \in \mathbb{P}^1$ with $\phi(Q) = (0 : 1 : 0)$ (respectively $\phi(Q) = (1 : 0 : 0)$) and hence the number of distinct common zeros of $u(S,T)$ (respectively $v(S,T)$) and $w(S,T)$. □

**Lemma 2.3.** Let $F_N(X,Y)$ be the homogeneous part of degree $N$ of polynomial $F(X,Y,1)$. Suppose that $F_N(X,Y) = X^a Y^b G(X,Y)$, where $a,b$ are positive integers and $G(X,Y)$ is a homogeneous polynomial with $k$ distinct linear factors which is not divisible by $X$ or $Y$. Then, $w(S,T)$ has at least $k + 1$ zeros which are not zeros of $u(S,T)$ (respectively of $v(S,T)$).

**Proof.** Since $G(X,Y)$ has $k$ distinct zeros, there are $k$ distinct points on $C$ of the form $(x : y : 0)$ with $x \neq 0$ and $y \neq 0$. Hence there exist at least $k$ distinct elements of $C_\infty$ which do not dominate the local rings at $(0 : 1 : 0)$ and $(1 : 0 : 0)$. Thus, Lemma 2.2 implies that $w(S,T)$ has at least $k + 1$ zeros which are not zeros of $u(S,T)$ (respectively of $v(S,T)$). □

Let

\[
\begin{align*}
  f(X) &= a_0 + a_1 X + \cdots + a_n X^n, \quad a_n \neq 0, \\
  g(X) &= b_0 + b_1 X + \cdots + b_m X^m, \quad b_m \neq 0,
\end{align*}
\]
defines a birational map \( \phi \) where there are the correspondence \( f \) singular points on the curve of genus 0 and the set \( N \) degree dividing the two parts by \( \delta \) follows:

\[
M(f, g) = \begin{vmatrix}
  a_0 & a_1 & \ldots & a_n & 0 & 0 & \ldots \\
  0 & a_0 & a_1 & \ldots & a_n & 0 & \ldots \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots \\
  0 & \ldots & 0 & a_0 & a_1 & \ldots & a_n \\
  b_0 & b_1 & \ldots & b_m & 0 & 0 & \ldots \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots \\
  0 & \ldots & 0 & b_0 & b_1 & \ldots & b_m \\
\end{vmatrix}
\]

where there are \( m \) rows of \( a \)'s and \( n \) rows of \( b \)'s. We denote by \( A_1, \ldots, A_{m+n} \) the cofactors of the first column of matrix \( M(f, g) \).

**Lemma 2.4.** The greatest common divisor \( \delta(f, g) \) of \( A_1, \ldots, A_{m+n} \) divides \( R(f, g) \) and there are polynomials \( A(X), B(X) \in \mathbb{Z}[X] \) of degrees at most \( n-1 \) and \( m-1 \), respectively, such that

\[
A(X)f(X) + B(X)g(X) = R(f, g)/\delta(f, g).
\]

**Proof.** By the proof of Walker (1978, Theorem 9.6, p. 25), we obtain

\[
(A_1 + \cdots + A_m X^{m-1})f(X) + (A_{m+1} + \cdots + A_{m+n} X^{n-1})g(X) = R(f, g).
\]

Dividing the two parts by \( \delta(f, g) \) the result follows. \( \square \)

3. Description of the Method

Let \( F(X, Y, Z) \) be an absolutely irreducible homogeneous polynomial in \( \mathbb{Z}[X, Y, Z] \) of degree \( N \geq 3 \) such that the projective curve \( C \) defined by the equation \( F(X, Y, Z) = 0 \) is of genus 0 and the set \( C_\infty \) has at least three (distinct) elements. Set \( f(X, Y) = F(X, Y, 1) \). In this section, following Maillet (1919), Lang (1978, Theorem 6.1, p. 146) and Lang (1983, Chapter 8, Section 5), we describe an algorithm for the determination of all integer solutions of the diophantine equation \( f(X, Y) = 0 \).

We suppose first that if the two points \((0 : 1 : 0)\) and \((1 : 0 : 0)\) are on \( C \), we have \( |C_\infty| - n_1 \geq 3 \) or \( |C_\infty| - n_2 \geq 3 \), where \( n_1 \) and \( n_2 \) are the numbers of elements of \( C_\infty \) dominating the local rings at \((0 : 1 : 0)\) and \((1 : 0 : 0)\), respectively. The algorithm is as follows:

**Step 1.** Determine the singularities of the projective curve \( C \).

**Step 2.** Decide if there is a non-singular rational point on \( C \). If there is not, the integer singular points on the curve \( f(X, Y) = 0 \) are the only integer solutions of the equation \( f(X, Y) = 0 \). Otherwise, find homogeneous polynomials \( u(S, T), v(S, T), w(S, T) \in \mathbb{Z}[S, T] \) of the same degree, with no common non-constant factor (in \( \mathbb{Q}[S, T] \)), such that the correspondence

\[
(S, T) \rightarrow (u(S, T), v(S, T), w(S, T))
\]

defines a birational map \( \phi \) over \( \mathbb{Q} \) of \( \mathbb{P}^1 \) to \( C \). Write

\[
\begin{align*}
u(S, T) & = \frac{U(S, T)}{W_1(S, T)}, & v(S, T) & = \frac{V(S, T)}{W_2(S, T)},
\end{align*}
\]

where \( U(S, T), V(S, T), W_1(S, T), W_2(S, T) \) are homogeneous polynomials in \( \mathbb{Z}[S, T] \) with
Thus, we obtain only the parametrization of \( C \) coefficients, such that the same problem for \( g \) polynomial \( g \).

Proof of correctness of the algorithm. Let \( U(S,T) \) and \( W_2(S,T) \) be as in Step 2. By Lemma 2.4, there are polynomials \( A(S), B(S), \Gamma(T), \Delta(T) \) with integer coefficients, such that

\[
A(S)u_1(S) + B(S)w_1(S) = R_1/\delta_1, \quad \Gamma(T)u_2(T) + \Delta(T)w_2(T) = R_2/\delta_2.
\]

Thus, we obtain

\[
A(S,T)U(S,T) + B(S,T)W_1(S,T) = (R_1/\delta_1)T^\mu,
\]

\[
\Gamma(S,T)U(S,T) + \Delta(S,T)W_1(S,T) = (R_2/\delta_2)S^\nu,
\]

where \( \mu \) and \( \nu \) are positive integers and \( A(S,T), B(S,T), \Gamma(S,T), \Delta(S,T) \) are homogeneous polynomials with integer coefficients.

If \((x,y)\) is an integer non-singular point on \( f(X,Y) = 0 \), then Lemma 2.1 implies that there are integers \( s \geq 0 \), \( t \) with \( \gcd(s,t) = 1 \) such that \( x = U(s,t)/W_1(s,t) \). Setting \( S = s \) and \( T = t \) in the two above homogeneous equations, we deduce that \( W_1(s,t) \) divides \((R_1/\delta_1)t^\mu \) and \((R_2/\delta_2)s^\nu \), whence \( W_1(s,t) \) divides \( l \).

Remark. In case where \( W_2(S,T) \) has exactly two distinct linear factors and the equation \( W_2(S,T) = A \), where \( A \) is an integer, has only a finite number of integer solutions easily determined, it is more convenient to proceed with \( W_2(S,T) \) instead of \( W_1(S,T) \). Furthermore, in some cases the integer solutions of \( f(X,Y) = 0 \) can be determined using only the parametrization of \( C \) and some ad hoc arguments.

Suppose now that the points \((0:1:0)\) and \((1:0:0)\) are on \( C \) and \( |C_\infty| - n_1 \leq 2 \), \( |C_\infty| - n_2 \leq 2 \). Then, the polynomials \( W_1(S,T) \) and \( W_2(S,T) \) provided by the above method have at most two distinct linear factors. Thus, the equations \( W_1(s,t) = k \) \((i = 1, 2)\) do not always have a finite number of integer solutions and therefore we cannot determine the integer solutions to \( f(X,Y) = 0 \). In this case Lemma 2.3 yields that the homogeneous part of degree \( N \) of \( f(X,Y) \) has the form \( X^\alpha Y^\beta (aX + bY)^\gamma \), where \( \alpha, \beta \) are positive integers, \( a, b \) are non-zero integers and \( \gamma \) is an integer \( \geq 0 \). We consider the polynomial \( g(X,Y) = f(X + cY,Y) \), where \( c \) is an integer such that \( ac + b \neq 0 \). Thus, we reduce the problem of computation of the integer solutions of \( f(X,Y) = 0 \) to the same problem for \( g(X,Y) = 0 \). Since \((0:1:0)\) is not on the projective closure of the curve \( g(X,Y) = 0 \), we can apply the above method to solve the equation \( g(X,Y) = 0 \) and therefore \( f(X,Y) = 0 \).
The hypothesis $|C_\infty| - n_1 \geq 3$ or $|C_\infty| - n_2 \geq 3$ enters in the algorithm only in Step 2 and it is a necessary and sufficient condition for $W_1(S, T)$ or $W_2(S, T)$ to have at least three distinct linear factors. On the other hand, the problem of the determination of integer points on a curve $E$ of genus 0, defined over $\mathbb{Q}$, is reduced to the same problem for a curve with the above property only if $|E_\infty| \geq 3$. Thus, the hypothesis $|E_\infty| \geq 3$ is used only to show that the equations at which our problem is reduced are Thue equations.

Step 1 of the above method can be achieved by the algorithm of Sakkalis and Farouki (1990) or in many cases it is enough to use the resultants of the derivatives of first order of $f(X,Y)$ with respect to $X$ and $Y$ and check the points at infinity. For Step 2 one can use the algorithms of Abhyankar and Bajaj (1988), Sendra and Winkler (1991, 1997, 1999) and van Hoeij (1997). Note that the algorithm DIOPHANTINE-SOLVER of Sendra and Winkler (1997) is very useful for our purpose. The computation of the resultant of two polynomials can be carried out by the algorithm of Cohen (1993, Algorithm 3.3.7, p. 121) and for the computations of the integers $\delta_i$ ($i = 1, 2$) we can use the algorithms of Cohen (1993, Section 2.2.4, p. 49, and Section 1.3, p. 12). Finally, the solution of Thue equations can be achieved by the methods of Tzanakis and de Weger (1989) and Bilu and Hanrot (1996, 1999), or in many cases by more elementary methods (see Mordell, 1969). Note that in numerous cases we do not actually need a computer to carry out all necessary computations; see the numerical examples in Section 4.

4. Applications

In this section we illustrate the above method by solving some diophantine equations. In the first two examples we deal with two families of equations of degree 3 and 4, respectively. The solution of the corresponding families of Thue equations are given in Mignotte (1996) and Wakabayashi (1997), respectively. Note however that the solution of a family of Thue equations is a very difficult task and this can only be achieved in a very small number of situations. In the other two examples we deal with two particular equations of degree 4 and 5.

EXAMPLE 4.1. Let $n$ be a non-negative integer. The only integer solutions of the equation

$$f_n(X,Y) = X^3 - (n - 1)X^2Y - (n + 2)XY^2 - Y^3 - 2nY(X + Y) = 0,$$

are $(X, Y) = (0, 0), (0, -2n)$.

The equation $f_n(X,Y) = 0$ defines a curve of genus 0 having three infinite valuations. Setting $X = SY$, we obtain the parametrization

$$X = \frac{2nS^2 + 2nS}{S^3 - (n - 1)S^2 - (n + 2)S - 1}, \quad Y = \frac{2nS + 2n}{S^3 - (n - 1)S^2 - (n + 2)S - 1}.$$

Put

$$W(S,T) = S^3 - (n - 1)S^2T - (n + 2)ST^2 - T^3, \quad U(S,T) = 2nS^2T + 2nST^2.$$

The resultant of $U(S,1)$ and $W(S,1)$ is $R_1 = -8n^3$. The cofactors of the first column of matrix $M(U(S,1), W(S,1))$ are $A_1 = 8n^3$, $A_2 = 16n^3$, $A_3 = 4n^3(n + 4)$, $A_4 = 4n^3(2n - 1)$ $A_5 = -8n^2$ and their greatest common divisor (g.c.d.) is $\delta_1 = 4n^2$. Thus $R_1/\delta_1 = -2n$.

On the other hand, the resultant of $U(1,T)$ and $W(1,T)$ is $R_2 = -8n^3$. The cofactors
of the first column of matrix \( M(U(1,T), W(1,T)) \) are \( B_1 = -8n^3 \), \( B_2 = -16n^3 \), \( B_3 = 4n^2(-n + 3) \), \( B_4 = -4n^2(2n + 3) \), \( B_5 = -8n^2 \) and their greatest common divisor is \( \delta_2 = 4n^2 \). Therefore \( R_2/\delta_2 = -2n \). Hence \( \text{lcm}(R_1/\delta_1, R_2/\delta_2) = 2n \).

Now we have to estimate the integer solutions \((s, t)\) with \( \gcd(s, t) = 1 \) and \( s \geq 0 \) of the Thue equations \( W(S,T) = k \), where \( k \) is a divisor of \( 2n \). By Mignotte (1996, Theorem 3), it follows that \((s, t) = (1, 0), (0, 1), (1, -1), (1, 1), (1, -2), (2, -1), (1, -n - 1), (n, 1), (n + 1, -n)\). In the case where \( n = 2 \), the previous list also contains the couples \((4, -3), (8, 3), (1, -4), (3, 1), (3, -11)\). We easily deduce that the integer solutions to \( f_a(X,Y) = 0 \) are the obvious ones \((X,Y) = (0, 0), (0, -2n)\) which correspond to the couples \((S,T) = (1, 0), (0, 1)\), respectively.

**EXAMPLE 4.2.** Let \( a \) and \( b \) be integers such that \( a \geq 8 \) and \( b \neq 0 \). Then, the only integer solutions of the equation

\[
f_{a,b}(X,Y) = b(X^4 - a^2X^2Y^2 + Y^4) - 2X^3 + 2a^2XY^2 = 0
\]

are \((X,Y) = (0, 0)\) if \( b \neq \pm 1, \pm 2 \) and \((X,Y) = (0, 0), (2/b, 0)\) otherwise.

The curve defined by the equation \( f_{a,b}(X,Y) = 0 \) has genus 0 and four infinite valuations. Setting \( X = SY \), we obtain the parametrization

\[
X = \frac{2S(S^2 - a^2)}{b(S^2 - a^2S^2 + 1)}, \quad Y = \frac{2S^2(S^2 - a^2)}{b(S^2 - a^2S^2 + 1)}.
\]

Put

\[
U(S,T) = 2ST(S^2 - a^2T^2), \quad W(S,T) = b(S^2 - a^2S^2T^2 + T^4).
\]

The resultant of \( U(S,1) \) and \( W(S,1) \) is \( R_1 = 16b^5 \). The cofactors of the first column of matrix \( M(U(1,T), W(1,T)) \) are \( A_1 = -16b^2 \), \( A_2 = 0 \), \( A_3 = 0 \), \( A_4 = 0 \), \( A_5 = 8b^3 \) and their greatest common divisor is \( \delta_1 = 8b^2 \) if \( b \) is odd and \( \delta_1 = 16b^2 \) otherwise. Thus \( R_1/\delta_1 = b \) or \( 2b \). Furthermore, the resultant of \( U(1,T) \) and \( W(1,T) \) is \( R_2 = 16b^5 \). The cofactors of the first column of matrix \( M(U(1,T), W(1,T)) \) are \( B_1 = -16b^2 \), \( B_2 = 0 \), \( B_3 = 16a^2b^3(1 - a^4) \), \( B_4 = 0 \), \( B_5 = 8a^2b^3(-2 + a^4) \), \( B_6 = 0 \), \( B_7 = 8b^4(1 - a^4) \) and their greatest common divisor is \( \delta_2 = 8b^2 \) if \( b \) odd or \( a \) even and \( \delta_2 = 16b^2 \) otherwise. Thus \( R_2/\delta_2 = b \) or \( 2b \). Hence \( \text{lcm}(R_1/\delta_1, R_2/\delta_2) \) divides \( 2b \).

Our next task is to determine the integers \( s \) and \( t \) with \( \gcd(s, t) = 1 \) and \( s \geq 0 \) such that \( W(s, t) \) is a divisor of \( 2b \), whence \( |s^4 - a^2s^2t^2 + t^4| \leq 2 \). By Wakabayashi (1997, Theorem 2), it follows that \((s, t) = (1, 0), (0, \pm 1), (a, \pm 1), (1, \pm a), (1, \pm 1)\). If \((s, t) = (1, \pm 1)\), then \(|a^2 - 2| \leq 2 \) which is a contradiction. Thus, we obtain the following solutions for the equation \( f_{a,b}(X,Y) = 0: (X,Y) = (2/b, 0), (b, b), (b(1-a^4), b(1-a^4)), (2(1-a^4)/b, 2a(1-a^4)/b) \). Now we have to check whether these solutions are integers. First, we remark that \((2/b, 0)\) is an integer solution if and only if \( b \) divides 2. The equation \( f_{a,b}(b, b) = 0 \) implies \( b^2 = 2 + 2/(a^2 - 2) \). As the right-hand side of this equality is not an integer, we have a contradiction. Hence the couple \((b, b)\) is not an integer solution. Similarly, if \( f_{a,b}(b(1-a^4), b(1-a^4)) = 0 \), then \(-b^2(a-1)^4(a+1)^4(-2a^2 - 2b^2 + a^2b^2) = 0 \) which leads to the same contradiction. Finally, if \( f_{a,b}(2(1-a^4)/b, 2a(1-a^4)/b) = 0 \), then \( 16a^4(a-1)^4(a+1)^4/b^2 = 0 \) which is a contradiction with \( a \geq 8 \). Hence, the only integer solutions to the equation \( f_{a,b}(X,Y) = 0 \) are \((X,Y) = (0, 0)\) if \( b \neq \pm 1, \pm 2 \) and \((X,Y) = (0, 0), (2/b, 0)\) otherwise.
EXAMPLE 4.3. The only integer solutions of the equation

\[ g(X, Y) = 2X^4 - 4X^3Y + 6X^2Y^2 - 4XY^3 + 6Y^4 - 16X^3 + 9X^2Y - 21XY^2 - 2Y^3 + 29X^2 + 7XY = 0 \]

are \((X, Y) = (0, 0), (1, -1), (2, -1), (2, 2), (3, 3), (7, 5), (10, 5)\).

Denote by \(C\) the curve defined by the equation \(g(X, Y) = 0\). First, we determine the singular points on \(C\). The point \(P_1 = (0, 0)\) is obviously a node. Let \(g_X(X, Y)\) and \(g_Y(X, Y)\) be the derivatives of \(g(X, Y)\) with respect to \(X\) and \(Y\). The resultants of \(g_X(X, Y)\) and \(g_Y(X, Y)\) with respect to \(X\) and \(Y\) are

\[ A(Y) = 8Y(Y + 1)^2(335872Y^6 - 1399808Y^5 - 25440Y^4 + 2465408Y^3 - 141958Y^2 - 625323Y + 122598) \]

\[ B(X) = -16X(X - 1)(X - 2)(167936X^6 - 2134272X^5 + 774392X^4 - 1163584X^3 + 7211033X^2 - 1257252X - 9261). \]

If \((x, y)\) is a singular point on \(C\) in finite distance, then \(A(y) = B(x) = 0\). Thus, we easily conclude that the points \(P_2 = (1, -1)\) and \(P_3 = (2, -1)\) are double points on \(C\). It follows that \(C\) has genus 0. On the other hand, since the polynomial

\[ X^4 - 2X^3 + 3X^2 - 2X + 3 \]

is irreducible, \(C\) has four distinct points at the infinity, whence \(|C_\infty| = 4\). Hence, we can apply our method to solve the equation \(g(X, Y) = 0\).

We remark that \(Q = (0, 1/3)\) is a point on \(C\). Thus \(C\) has a rational parametrization. Following Abhyankar and Bajaj (1988), we consider the parametric family of conics

\[ C(S) : G_S(X, Y) = -2X^3 - 3Y^2 + (S - 6)XY + SX + Y = 0 \]

which passes through the points \(P_1, P_2, P_3\) and \(Q\). The resultants of \(g(X, Y)\) and \(G(X, Y)\) with respect to \(X\) and \(Y\) are:

\[ \text{Res}_X(g, G) = 2Y^2(Y + 1)^2(3Y - 1)(2S^4Y - 60S^3Y + 658S^2Y - 3116SY + 5398Y + 141S^2 + 870S - 1682) \]

\[ \text{Res}_Y(g, G) = 6X^3(X - 2)^2(X - 1)^2(2S^4X - 60S^3X + 658S^2X - 3116SX + 5398X - 7S^2 + 43S - 58). \]

Hence, we deduce the following parametrization for \(C\):

\[ X = \frac{7S^2 - 43S + 58}{2(S^4 - 30S^3 + 329S^2 - 1558S + 2699)}, \]

\[ Y = \frac{-7S^3 + 141S^2 - 870S + 1682}{2(S^4 - 30S^3 + 329S^2 - 1558S + 2699)}. \]

Put

\[ U(S, T) = 7S^2T^2 - 43ST^3 + 58T^4, \]

\[ W(S, T) = 2(S^4 - 30S^3T + 329S^2T^2 - 1558ST^3 + 2699T^4). \]

The resultant of \(U(S, 1)\) and \(W(S, 1)\) is \(R_1 = 340807500\). The cofactors of the first column of matrix \(M(U(1, T), W(1, T))\) are \(A_1 = -2537190, A_2 = -1394820, A_3 = 242009640, A_4 = 86701860, A_5 = 10232460, A_6 = 398520\) and their g.c.d. is \(d_1 = 270\). The resultant of \(U(1, T)\) and \(W(1, T)\) is \(R_2 = 1363230000\). The cofactors of the first column of matrix \(M(U(1, T), W(1, T))\) are \(B_1 = -10148760, B_2 = -5579280, B_3 = 0, B_4 = 0, B_5 = \)
968038560, \( B_6 = 346807440, B_7 = 40929840, B_8 = 1594080 \) and their g.c.d. is \( \delta_2 = 1080 \).

Thus \( R_1/\delta_1 = R_2/\delta_2 = 1262250 = 2 \cdot 3^3 \cdot 5^3 \cdot 11 \cdot 17 \).

Set \( w(S, T) = W(S, T)/2 \). Now, we have to determine all the integers \( s \geq 0 \) and \( t \) such that \( \gcd(s, t) = 1 \) and \( w(s, t) = d \), where \( d \) is a divisor of \( 3^3 \cdot 5^3 \cdot 11 \cdot 17 \). We deduce that for every real \( z \) we have \( w(z, 1) > 5.81 \). Thus

\[
|d| = |w(s/t, 1)|t^4 > 5.81t^4,
\]

whence \( |t| < \sqrt[4]{|d|/5.81} \leq 18.2 \). It follows that \( (s, t) = (7, 1), (8, 1), (9, 1), (19, 2) \), whence we obtain the solutions \( (X, Y) = (2, 2), (3, 3), (7, 5), (10, 5) \). Hence, all the solutions of \( g(X, Y) = 0 \) are \( (X, Y) = (0, 0), (1, -1), (2, -1), (2, 2), (3, 3), (7, 5), (10, 5) \).

**Example 4.4.** The only integer solutions of the equation

\[
f(X, Y) = X^2Y^3 - 2XY^3 + X^3 - 3XY^2 + 3Y^3 = 0
\]

are \( (X, Y) = (0, 0), (1, 1), (-3, 1) \).

Denote by \( C \) the algebraic curve defined by the equation \( f(X, Y) = 0 \). By Sendra and Winkler (1999), \( C \) is of genus 0 and has a parametrization given by

\[
X = -\frac{-8 + 36S - 78S^2 + 55S^3}{8S^3}, \quad Y = \frac{-8 + 36S - 78S^2 + 55S^3}{2S(4 - 12S + 17S^2)}.
\]

Furthermore, the only singular points of \( C \) in finite distance are \( (0, 0) \) and \( (1, 1) \). By Lemma 2.1, we have \( |C_\infty| = 3 \).

Put

\[
U(S, T) = \frac{-8T^3 + 36ST^2 - 78S^2T + 55S^3}{8S^3}, \quad W(S, T) = 2S(4T^2 - 12ST + 17S^2).
\]

The resultant of \( U(S, 1) \) and \( W(S, 1) \) is \( R_1 = -786432 \) and the cofactors of the first column of matrix \( M(U(S, 1), W(S, 1)) \) are \( A_1 = 98304, A_2 = 171008, A_3 = -2289152, A_4 = -271360, A_5 = -2914304, A_6 = 3703040 \). In addition, the resultant of \( U(1, T) \) and \( W(1, T) \) is \( R_2 = 98304 \) and the cofactors of the first column of matrix \( M(U(1, T), W(1, T)) \) are \( B_1 = -10240, B_2 = 4096, B_3 = 19456, B_4 = -16384, B_5 = 4096 \). The g.c.d. of \( A_i \) (\( i = 1, \ldots, 6 \)) is \( \delta_1 = 256 \) and the g.c.d. of \( B_j \) (\( j = 1, \ldots, 5 \)) is \( \delta_2 = 1024 \). The least common multiple of \( R_1/\delta_1 = 3072 \) and \( R_2/\delta_2 = 96 \) is equal to 3072.

Next, we shall determine the integers \( s, t \) with \( s \geq 0 \) and \( \gcd(s, t) = 1 \) such that \( W(s, t) \) is a divisor of 3072. Since \( 4t^2 - 12st + 17s^2 = 8s^2 + (3s - 2t)^2 \), we have \( 16s^3 \leq 3072 \), whence \( s \leq 5, 8 \). Further, we have that \( s \) is a divisor of 1536 = 2^9 3. Thus, \( s = 1, 2, 3, 4, 8 \). If \( s \) is odd, then \( 8s^2 + (3s - 2t)^2 \) is odd. Hence, we obtain \( 8 \leq 8s^2 + (3s - 2t)^2 \leq 3 \) which is a contradiction. Hence \( s = 2, 4 \). If \( s = 2 \), then \( 8s^2 + (3s - 2t)^2 \) divides \( 2^9 3 \), whence \( t = -1, 1, 3, 5, 7 \). If \( s = 4 \), then \( 32 + (6 - t)^2 \) divides \( 2^9 3 \), whence it follows that \( t \) is even which is a contradiction. Therefore \( (s, t) = (2, \pm 1), (2, 3), (2, 5), (2, 7) \). We deduce that the only integer solution to \( f(X, Y) = 0 \) obtained by the above couples is \( (-3, 1) \) which correspond to \( (s, t) = (2, 1) \). Hence, the integer solutions of \( f(X, Y) = 0 \) are \( (X, Y) = (0, 0), (1, 1), (-3, 1) \).
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