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Abstract. The notion of homogeneity is extended to the time-delay nonlinear systems. Applications of Lyapunov-Krasovskii functionals and Lyapunov-Razumikhin functions for stability investigation are analyzed. The notion of local homogeneity is introduced, relations between stability/instability of the locally approximating dynamics and the original time-delay system are established. A link between homogeneity and input-to-state stability is investigated. Examples of application of the proposed theory are given.

1. Introduction

For nonlinear dynamical systems, behavior of trajectories of a homogeneous system can be extended to the whole state space based on their behavior on a suitably defined sphere around the origin [1]. Thus the state vector rescaling does not change the system behavior. As it has been shown during the last two decades this property can be used for stability analysis [2, 3, 4, 5, 6], systems approximation [7, 8], stabilization [9, 10, 11, 12, 13] and observation [2, 8]. Analysis and synthesis of homogeneous systems is a little bit simpler, for example, the Lyapunov function has to be constructed on the unit sphere only (on the whole state space it can extended using rescaling). Moreover, it has been shown that for stability/instability analysis, Lyapunov function of a homogeneous system can be chosen homogeneous [6, 14].

In the work [2] the homogeneity in the bi-limit has been introduced, that is homogeneity with different weights and approximating functions at a vicinity of the origin and at infinity. Recently the bi-limit homogeneity has been extended to the local homogeneity [14], when the system is similar to a homogeneous one on a sphere only. In this case the homogeneous systems theory allows the original nonlinear system behavior to be analyzed locally.

This theory has been developed for continuous time-invariant nonlinear ordinary differential equations (ODEs). Another important class of systems includes those described by the differential equations with time-delayed states. The presence of
delays is usual in many applications [15, 16]. Analysis of a delay influence on the system stability is critical for many natural and human-developed systems [17, 18, 19]. For instance, a large literature was recently devoted to networked systems (see [20, 21] and their references) which suffer from various sources of delays (such as access time, communication or packet dropouts), as well as to embedded/real-time systems, the asynchronous sampling effect of which can be modeled by delays (see [22] and the references herein). However, most of the examples in this literature are modeled by linear time-delay systems (i.e., with constant coefficients and possibly variable delays). This is due to the fact that, for such models, the stability analysis is already well developed with even converse Lyapunov-Krasovskii theorems in the case of constant delays [17]. However, for nonlinear applications, design of a Lyapunov-Krasovskii functional or a Lyapunov-Razumikhin function is still a difficult problem. A motivation for this study is that stability analysis could be (at least partially) facilitated by using homogeneity arguments, as it has been done for ODEs, where the class of homogeneous systems includes linear ones while extending some advantages of linear system theory to nonlinear domain. In this way, for instance, analysis of networking/sampling systems can be eased if the homogeneity concept can be properly extended to time-delay systems.

The goal of this work is to develop the homogeneity approach to the nonlinear time-delay systems. The problem is that delay systems operate in the infinite dimensional state space. Extension of the standard results [6] to this class of systems needs a complete revision of the homogeneous system apparatus. There exist a few works dealt with time-delay systems using the homogeneity theory [23, 24, 25, 26]. In [24, 26] a homogeneous (linear) delay differential equation has been studied, in [25] the cooperative and homogeneous systems have been analyzed. In all these works, the homogeneity theory has not been extended to the functional spaces and the papers are based on homogeneity of non-delayed parts of the differential equations.

The outline of this work is as follows. The preliminary definitions and the system equations are given in Section 2. The homogeneous norm, an extended definition of homogeneity for time-delay systems, as well as sufficient stability/instability conditions are presented in Section 3. The local homogeneity theory is studied in Section 4. In [27, 28, 29, 30] it has been shown that for ordinary differential equations, the homogeneity implies some kind of robustness with respect to external disturbances: a corresponding link between input-to-state stability (ISS) and homogeneity for a nonlinear time-delay system is established in Section 5. Examples are presented in Section 6.
Consider an autonomous functional differential equation of retarded type [19]:

\[
\frac{dx(t)}{dt} = f(x_t), \quad t \geq 0,
\]

where \( x \in \mathbb{R}^n \) and \( x_t \in C_{[-\tau,0]} \) is the state function, \( x_t(s) = x(t+s), -\tau \leq s \leq 0 \) (we denote by \( C_{[a,b]} \), \( 0 \leq a < b \leq +\infty \) the Banach space of continuous functions \( \phi : [a,b] \to \mathbb{R}^n \) with the uniform norm \( ||\phi|| = \sup_{a \leq s \leq b} |\phi(s)| \), where \( |\cdot| \) is the standard Euclidean norm); \( f : C_{[-\tau,0]} \to \mathbb{R}^n \) is a locally Lipschitz continuous function, \( f(0) = 0 \). The representation (1) includes pointwise or distributed retarded systems with either constant or variable time delay \( \tau(t) \in [0, \tau] \). We assume that solutions of the system (1) satisfy the initial functional condition \( x_0 \in C_{[-\tau,0]} \). It is known from the theory of functional differential equations [19] that under the above assumptions the system (1) has a unique solution \( x(t, x_0) \) satisfying the initial condition \( x_0 \), which is defined on some finite time interval \([-\tau, T]\) (we will use the notation \( x(t) \) to reference \( x(t, x_0) \) if the origin of \( x_0 \) is clear from the context).

The upper right-hand Dini derivative of a locally Lipschitz continuous functional \( V : C_{[-\tau,0]} \to \mathbb{R}_+ \) along solutions of the system (1) is defined as follows for any \( \phi \in C_{[-\tau,0]} \):

\[
D^+ V(\phi) = \lim_{h \to 0^+} \sup_h \frac{1}{h} [V(\phi_h) - V(\phi)],
\]

where \( \phi_h \in C_{[-\tau,0]} \) for \( 0 < h < \tau \) is given by

\[
\phi_h(\theta) = \begin{cases} 
\phi(\theta + h), & \theta \in [-\tau, -h) \\
\phi(0) + f(\phi)(\theta + h), & \theta \in [-h, 0].
\end{cases}
\]

For a locally Lipschitz continuous function \( V : \mathbb{R}^n \to \mathbb{R}_+ \) the lower or upper directional Dini derivatives are defined as follows:

\[
D^- V[x_t(0)] f(x_t) = \lim_{h \to 0^+} \inf_h \frac{V[x_t(0) + hf(x_t)] - V[x_t(0)]}{h},
\]

\[
D^+ V[x_t(0)] f(x_t) = \lim_{h \to 0^+} \sup_h \frac{V[x_t(0) + hf(x_t)] - V[x_t(0)]}{h}.
\]

A continuous function \( \sigma : \mathbb{R}_+ \to \mathbb{R}_+ \) belongs to class \( K \) if it is strictly increasing and \( \sigma(0) = 0 \); it belongs to class \( K_\infty \) if it is also radially unbounded. A continuous function \( \beta : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) belongs to class \( KL \) if \( \beta(\cdot, r) \in K \) and \( \beta(r, \cdot) \) is a strictly decreasing to zero for any fixed \( r \in \mathbb{R}_+ \). The symbol \( \overline{1,n} \) is used to denote a sequence of integers \( 1, \ldots, m \).

### 3. Homogeneity

For any \( r_i > 0 \), \( i = \overline{1,n} \) and \( \lambda > 0 \), define the dilation matrix \( A_r(\lambda) = \text{diag} \{ \lambda^{r_i} \}_{i=1}^n \) and the vector of weights \( r = [r_1, \ldots, r_n]^T \).
For any $r_i > 0$, $i = 1, n$ and $x \in \mathbb{R}^n$ the homogeneous norm can be defined as follows

$$|x|_r = \left( \sum_{i=1}^{n} |x_i|^{\rho/r_i} \right)^{1/\rho}, \quad \rho \geq \max_{1 \leq i \leq n} r_i.$$ 

For all $x \in \mathbb{R}^n$, its Euclidean norm $|x|$ is related with the homogeneous one:

$$\sigma_r(|x|_r) \leq |x| \leq \bar{\sigma}_r(|x|_r),$$

where $\sigma_r, \bar{\sigma}_r \in \mathcal{K}_{\infty}$ define the Euclidean norm deviations with respect to the homogeneous norm. The homogeneous norm has an important property that $|\Lambda_r(\lambda)x|_r = \lambda|x|_r$ for all $x \in \mathbb{R}^n$. Define $S_r = \{x \in \mathbb{R}^n : |x|_r = 1\}$.

Since the transformation by dilation matrix $\Lambda_r(\lambda)$ is linear, it can be applied to functional arguments. Indeed, for any $r_i > 0$, $i = 1, n$ and $\phi \in C_{[a,b]}$, $0 \leq a < b \leq +\infty$ the homogeneous norm can be defined as follows

$$\|\phi\|_r = \left( \sum_{i=1}^{n} ||\phi_i||^{\rho/r_i} \right)^{1/\rho}, \quad \rho = \prod_{i=1}^{n} r_i.$$ 

**Lemma 1.** There exist two functions $\underline{\rho}_r, \bar{\rho}_r \in \mathcal{K}_{\infty}$ such that for all $\phi \in C_{[a,b]}$

$$\underline{\rho}_r(||\phi||_r) \leq ||\phi|| \leq \bar{\rho}_r(||\phi||_r).$$

**Proof.** Let $||\phi||_r \leq s$ for some $s \in \mathbb{R}_+$, then by the norm definition $||\phi_i||^{\rho/r_i} \leq \sum_{i=1}^{n} ||\phi_i||^{\rho/r_i} \leq s^\rho$ and $||\phi|| = \sup_{a \leq s \leq b} |\phi_i(s)| \leq s^{\tau_i}$ for each $i \in \mathbb{N}$. Therefore, $||\phi|| = \sup_{a \leq s \leq b} |\phi(s)| = \sup_{a \leq s \leq b} \sqrt{\sum_{i=1}^{n} |\phi_i(s)|^2} \leq \sqrt{\sum_{i=1}^{n} s^{2\tau_i}}$. Take $\underline{\rho}_r(s) = \sqrt{\sum_{i=1}^{n} s^{2\tau_i}}$, obviously $\underline{\rho}_r \in \mathcal{K}_{\infty}$. Inversely, let $||\phi|| \leq s$ for some $s \in \mathbb{R}_+$, then $\sup_{a \leq s \leq b} \phi_i^2(s) \leq \sup_{a \leq s \leq b} \phi_i^2(s) \leq s^2$ and $||\phi|| = \sup_{a \leq s \leq b} |\phi_i(s)| \leq s$ for each $i \in \mathbb{N}$. Finally, $||\phi||_r = \left( \sum_{i=1}^{n} ||\phi_i||^{\rho/r_i} \right)^{1/\rho} \leq \left( \sum_{i=1}^{n} s^{\rho/r_i} \right)^{1/\rho}$ and $\bar{\rho}_r^{-1}(s) = \left( \sum_{i=1}^{n} s^{\rho/r_i} \right)^{1/\rho}$ as wanted from class $\mathcal{K}_{\infty}$. \hfill $\Box$

Therefore, the proposed homogeneous norm is equivalent to the uniform norm in $C_{[a,b]}$. The homogeneous norm in the Banach space has the same important property that $||\Lambda_r(\lambda)\phi||_r = \lambda||\phi||_r$ for all $\phi \in C_{[a,b]}$: Define the corresponding unit sphere $S_r = \{\phi \in C_{[-r,0]} : ||\phi||_r = 1\}$.

**Definition 1.** The function $g : C_{[-r,0]} \to \mathbb{R}$ is called $r$-homogeneous ($r_i > 0$, $i = 1, n$), if for any $\phi \in C_{[-r,0]}$ the relation

$$g(\Lambda_r(\lambda)\phi) = \lambda^d g(\phi)$$

holds for some $d \in \mathbb{R}$ and all $\lambda > 0$. 
The function \( f : C_{[-\tau,0]} \to \mathbb{R}^n \) is called \( r \)-homogeneous \((r_i > 0, i = 1, n)\), if for any \( \phi \in C_{[-\tau,0]} \) the relation

\[
    f(\Lambda_r(\lambda)\phi) = \lambda^d \Lambda_r(\lambda)f(\phi)
\]

holds for some \( d \geq -\min_{1 \leq i \leq n} r_i \) and all \( \lambda > 0 \).

In both cases, the constant \( d \) is called the degree of homogeneity.

The introduced notion of homogeneity in \( C_{[-\tau,0]} \) is reduced to the standard one in \( \mathbb{R}^n \) [6] under a vector argument substitution. An advantage of homogeneous systems described by nonlinear ordinary differential equations is that analysis of their stability can be performed on the unit sphere \( \mathbb{S}_r \) only [6] (the homogeneous system trajectories have a similar behavior on any other sphere defined by the norm \(|\cdot|_r\)). This conclusion is based on the property that any solution of a homogeneous system can be obtained from another solution under the dilation rescaling and a suitable time re-parametrization. A similar property holds for some functional homogeneous systems.

**Proposition 1.** Let \( x : \mathbb{R}_+ \to \mathbb{R}^n \) be a solution of the \( r \)-homogeneous system (1) with the degree \( d = 0 \) for an initial condition \( x_0 \in C_{[-\tau,0]} \). For any \( \lambda > 0 \) define \( y(t) = \Lambda_r(\lambda)x(\lambda^d t) \) for all \( t \geq 0 \), then \( y(t) \) is also a solution of (1) with the initial condition \( y_0 = \Lambda_r(\lambda)x_0 \).

**Proof.** By definition \( x_{\lambda^d t}(s) = x(\lambda^d t + \lambda^d s) = x(t + s) \in \mathbb{R}^n \) and \( y_t(s) = \Lambda_r(\lambda)x_{\lambda^d t}(s) \) for any \(-\tau \leq s \leq 0\), then

\[
    \dot{y}(t) = \frac{d}{ds} (\Lambda_r(\lambda)x(\lambda^d t)) = \lambda^d \Lambda_r(\lambda)f(x_{\lambda^d t})
\]

and \( y(t) \) is a solution of (1). \( \Box \)

**Corollary 1.** Let the origin be locally asymptotically stable for a \( r \)-homogeneous system (1) with the degree \( d = 0 \), then it is globally asymptotically stable.

**Proof.** Assume that the origin is locally attractive for (1) with an open domain of attraction \( \mathcal{A} \subset C_{[-\tau,0]} \), i.e. for any \( \varepsilon > 0 \) and \( x_0 \in \mathcal{A} \) there is \( T_{\varepsilon, x_0} \geq 0 \) such that \( ||x(t, x_0)||_r \leq \varepsilon \) for all \( t \geq T_{\varepsilon, x_0} \) (by Lemma 1 the norms \||\cdot||\) and \||\cdot||_r\) can be replaced). Take a \( \mu > 0 \) such that \( S^{\mu}_r \subset \mathcal{A} \) where \( S^{\mu}_r = \mu S_r \), then for any \( \xi \in C_{[-\tau,0]} \) there is \( x_0 \in S^{\mu}_r \) such that \( \xi = \Lambda_r(\lambda)x_0 \) for \( \lambda = \mu^{-1}||\xi||_r \) and the corresponding unique solution \( x(t, \xi) = \Lambda_r(\lambda)x(\lambda^d t, x_0) \) by Proposition 1. Obviously, if \( x(t, x_0) \to 0 \) for all \( x_0 \in S^{\mu}_r \) with \( t \to +\infty \), then so is \( x(t, \xi) = \Lambda_r(\lambda)x(\lambda^d t, x_0) \), and the claims about global attractiveness and forward completeness follow.

To prove that local stability of the origin implies global in this case, assume that \( \sup_{t \geq 0} ||x(t, x_0)||_r \leq \sigma(||x_0||_r) \) for all \( x_0 \in \mathcal{A} \) and some \( \sigma \in \mathcal{K} \). Now take any
\( \xi \in C_{[-\tau,0]}, \) then there is \( x_0 \in \mathcal{S}^\mu \subset \mathcal{A} \) such that \( \xi = \Lambda_r(\lambda)x_0 \) for \( \lambda = \mu^{-1}\|\xi\|_r \) with the corresponding unique solution \( x(t,\xi) = \Lambda_r(\lambda)x(\lambda^d t, x_0) \) by Proposition 1. Therefore

\[
\sup_{t \geq 0} ||x(t,\xi)||_r = \sup_{t \geq 0} ||\Lambda_r(\lambda)x(\lambda^d t, x_0)||_r = \lambda \sup_{t \geq 0} ||x(\lambda^d t, x_0)||_r \\
\leq ||\xi||_r \sigma(||x_0||_r)/\mu = \sigma(\mu)||\xi||_r,
\]

and the system is Lyapunov stable \([17, 18, 19]\).

Thus we have proven that for homogeneous time-delay systems with \( d = 0 \) any local stability/attractivity properties at the origin hold globally. The case of homogeneous systems with \( d = 0 \) becomes important for stability analysis using local homogeneous approximating dynamics, which are considered in Section 4 below (the approximating dynamics degree can be assigned to be zero).

For ordinary differential equations it has been also shown that asymptotically stable/unstable homogeneous systems always have homogeneous Lyapunov functions \([2, 14, 6]\). In this work we would like to prove a similar (sufficient only) result for time-delay homogeneous systems. For time-delay systems there exist two main techniques for stability analysis based on the Lyapunov approach. The first one is based on Lyapunov-Krasovskii functionals, another one on Lyapunov-Razumikhin functions \([17, 18, 19]\). Consider consequently both of them.

### 3.1. Lyapunov-Krasovskii approach.

Unfortunately, due to peculiarities of the directional derivatives for functionals (see the definition in Section 2) the Lyapunov-Krasovskii approach is hard to develop using homogeneity for a general case. To explain the issue, consider the following example. Let the functions \( f_0 : \mathbb{R}^n \rightarrow \mathbb{R}^n, f_1 : \mathbb{R}^n \rightarrow \mathbb{R}^n, g_0 : \mathbb{R}^n \rightarrow \mathbb{R}_+, g_1 : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) be \( r \)-homogeneous with the same \( r_i > 0, i = 1, n \) and similar degrees \( d \geq -\min_{1 \leq i \leq n} r_i \) for \( f_0, f_1 \) and \( v > \max\{0, -d\} \) for \( g_0, g_1 \). For \( f(x_t) = f_0[x_t(0)] + f_1[x_t(-\tau)] \) in (1) consider the Lyapunov-Krasovskii functional

\[
V(\phi) = g_0[\phi(0)] + \int_{-\tau}^0 g_1[\phi(s)]ds, \quad \phi \in C_{[-\tau,0]},
\]

which satisfies the required homogeneity conditions, then

\[
D^+V(\phi) = \frac{\partial g_0(x)}{\partial x}|_{x=\phi(0)} \{f_0[\phi(0)] + f_1[\phi(-\tau)]\} + g_1[\phi(0)] - g_1[\phi(-\tau)].
\]

Let for some \( \varphi \in \mathcal{S}_r \) the above expression verify \( \dot{V} < 0 \). Consider the dilation transformation \( \xi = \Lambda_r(\lambda)\varphi \) influence on \( \dot{V} \):

\[
D^+V(\xi) = D^+V(\Lambda_r(\lambda)\varphi) = \lambda^{d+v} \frac{\partial g_0(x)}{\partial x}|_{x=\varphi(0)} \{f_0[\varphi(0)] + f_1[\varphi(-\tau)]\} + \lambda^v \{g_1[\varphi(0)] - g_1[\varphi(-\tau)]\}.
\]
Thus this basic transformation for homogeneous systems scales differently the parts proportional to \( f_0, f_1 \) and \( g_0, g_1 \), therefore in general case for some \( \lambda > 0 \) it could be \( \mathcal{V} > 0 \). In other words, the derivative of a homogeneous functional may be non-homogeneous. As we have shown, the only exclusion is the case with \( d = 0 \) (that is the case of linear time-delay systems, for example, but not only).

**Proposition 2.** Let in (1) the function \( f(x_t) = f_0[x_t(0)] + f_1[x_t(-\tau)] \) have \( r \)-homogeneous \( f_0 : \mathbb{R}^n \to \mathbb{R}^n \) and \( f_1 : \mathbb{R}^n \to \mathbb{R}^n \) with degree \( d = 0 \), and there exist \( r \)-homogeneous continuous functions \( g_0 : \mathbb{R}^n \to \mathbb{R}_+, g_1 : \mathbb{R}^n \to \mathbb{R}_+ \) with degree \( \nu > 0 \) such that \( D^\nu \mathcal{V}(\varphi) < 0 \) for all \( \varphi \in \mathcal{S}_r \), where \( \mathcal{V} \) is given in (2). Then \( D^\nu \mathcal{V}(\phi) < 0 \) for all \( \phi \in C_{[-\tau,0]} \) with \( ||\phi|| \neq 0 \).

A similar result can be proven for a non-homogeneous functional \( \mathcal{V} \) with a homogeneous derivative \( D^\nu \mathcal{V}(\varphi) \), i.e. if the function \( g_0 \) is \( r \)-homogeneous with degree \( \mu \), the function \( g_1 \) is \( r \)-homogeneous with degree \( \nu \) and the functions \( f_0, f_1 \) are \( r \)-homogeneous with degree \( d \), provided that \( \mu + d = \nu \).

### 3.2. Lyapunov-Razumikhin approach.

The Razumikhin approach is based on Lyapunov-Razumikhin functions [17, 18, 19] defined on \( \mathbb{R}^n \), which give a pointwise sufficient criteria for stability (not a functional one). It allows us to develop this approach using homogeneous arguments.

Note, that if a function \( V : \mathbb{R}^n \to \mathbb{R}_+ \) is positive definite and radially unbounded, then there are functions \( \alpha_1, \alpha_2 \in \mathcal{K}_\infty \) such that \( \alpha_1(|x|) \leq V(x) \leq \alpha_2(|x|) \) for all \( x \in \mathbb{R}^n \). If \( V \) is \( r \)-homogeneous with a degree \( \nu \), then for any \( x \in \mathbb{R}^n \) we have \( V(x) = V(\lambda r(x)) = |x|^\nu V(y) \) for some \( y \in S_r \), therefore, in this case \( \alpha_1(s) = [\sigma_r^{-1}(s)]^\nu \min_{\varphi \in S} V(y) \) and \( \alpha_2(s) = [\sigma_r^{-1}(s)]^\nu \max_{\varphi \in S} V(y) \), and \( \nu \) should be strictly positive for radial unboundedness of \( V \). In addition, if \( V \) is continuously differentiable at the origin, then \( \nu \) should be bigger than 1.

**Theorem 1.** Let the function \( f \) in (1) be \( r \)-homogeneous with degree \( d \geq -\min_{1 \leq i \leq n} r_i \) and there exist a locally Lipschitz continuous \( r \)-homogeneous Lyapunov-Razumikhin function \( V : \mathbb{R}^n \to \mathbb{R}_+ \) with degree \( \nu > \max\{0, -d\} \) such that

(i) there exist functions \( \alpha, \gamma \in \mathcal{K} \) such that for all \( \varphi \in \mathcal{S}_r \)

\[
\max_{\varrho \in [-\tau,0]} V(\varphi(\varrho)) \leq \gamma \{ V(\varphi(0)) \} \Rightarrow D^\nu V(\varphi(0)) f(\varphi) \leq -\alpha(\{ \varphi(0) \});
\]

(ii) there exists a function \( \gamma' \in \mathcal{K} \) such that \( \lambda s \leq \gamma'(\lambda s) \leq \lambda \gamma(s) \) for all \( s, \lambda \in \mathbb{R}_+ \setminus \{0\} \).

Then the origin is globally asymptotically stable for the system (1).

**Proof.** The dilation transformation \( \phi = \lambda r(\lambda) \varphi \) connects any \( \phi \in C_{[-\tau,0]} \setminus \{0\} \) with some \( \varphi \in \mathcal{S}_r \) for properly chosen \( \lambda > 0 \). Let us multiply the left-hand part of the
implication (i) by \( \lambda^\nu \) and the right-hand part by \( \lambda^{\nu+d} \):

\[
\max_{\theta \in [-\tau,0]} \lambda^\nu V[\varphi(\theta)] < \lambda^\nu \gamma \{V[\varphi(0)]\} \Rightarrow \lambda^{\nu+d} D^+ V[\varphi(0)] f(\varphi) \leq -\lambda^{\nu+d} \alpha(|\varphi(0)|),
\]

the inequalities and relations should not be changed for \( \lambda > 0 \). Owing the functions \( \gamma \) and \( \gamma' \) properties, the inequality \( \gamma' \{\lambda^\nu V[\varphi(0)]\} \leq \lambda^\nu \gamma \{V[\varphi(0)]\} \) holds. Formally \( \inf_{\varphi \in S_r} \{\alpha(|\varphi(0)|)\} = 0 \), however having in mind that \( \varphi \) is a continuous function and a solution of (1), there exists

\[
a = \inf_{\varphi \in S_r, \max_{\theta \in [-\tau,0]} V[\varphi(\theta)] < \gamma \{V[\varphi(0)]\}} \alpha(|\varphi(0)|)
\]

and \( a > 0 \). Indeed, for the case \( \max_{\theta \in [-\tau,0]} V[\varphi(\theta)] < \gamma \{V[\varphi(0)]\} \) we have

\[
\alpha_1(\rho_r(1)) \leq \alpha_1(||\varphi||) = \alpha_1(\max_{\theta \in [-\tau,0]} |\varphi(\theta)|) = \max_{\theta \in [-\tau,0]} \alpha_1(|\varphi(\theta)|) \leq \max_{\theta \in [-\tau,0]} V(\varphi(\theta)) < \gamma \{V[\varphi(0)]\},
\]

thus \( \alpha_2^{-1} \circ \gamma^{-1} \circ \alpha_1(\rho_r(1)) < |\varphi(0)| \) for all such \( \varphi \in S_r \), and \( a \geq \alpha_2^{-1} \circ \gamma^{-1} \circ \alpha_1(\rho_r(1)) > 0 \). Therefore, due to homogeneity of the functions \( f \) and \( V \) we have:

\[
\max_{\theta \in [-\tau,0]} V[\Lambda_r(\lambda)\varphi(\theta)] < \gamma' \{V[\Lambda_r(\lambda)\varphi(0)]\} \Rightarrow
\]

\[
D^+ V[\Lambda_r(\lambda)\varphi(0)] f(\Lambda_r(\lambda)\varphi) \leq -\lambda^{\nu+d} a,
\]

or equivalently

\[
(\lambda = ||\phi||_r \geq |\phi(0)|_r \geq \tilde{\sigma}^{-1}(|\phi(0)|)),
\]

\[
\max_{\theta \in [-\tau,0]} V[\phi(\theta)] < \gamma' \{V[\phi(0)]\} \Rightarrow D^+ V[\phi(0)] f(\phi) \leq -\alpha'(||\phi||),
\]

where the function \( \alpha'(s) = (\tilde{\sigma}^{-1}(s))^{\nu+d} a \) is from class \( \mathcal{K} \) since \( \nu+d > 0 \). Therefore, if Razumikhin arguments are true for \( \varphi \in S_r \), then they are valid for any \( \phi \in C_{[-\tau,0]} \), that implies the global asymptotic stability of the origin for (1) [17, 18, 19].

The condition (i) imposed in Theorem 1 on the system (1) behavior is the conventional Razumikhin condition (except that in the homogeneous case it can be verified on the sphere \( S_r \) only). The constraint (ii) on existence of the function \( \gamma' \) is new. Roughly speaking this requirement says that the function \( \gamma \) has to be “homogeneous” with degree 1. Another explanation is that the function \( \gamma \) is globally Lipschitz. For instance, this is the case if there exists \( 1 < k_1 < k_2 < +\infty \) such that

\[
k_1 s \leq \gamma(s) \leq k_2 s.
\]

**Remark 1.** Note that the full derivative \( D^+ V[\varphi(0)] f(\varphi) \) is a function of \( \varphi \in S_r \), however under the condition \( \max_{\theta \in [-\tau,0]} V[\Lambda_r(\lambda)\varphi(\theta)] < \gamma' \{V[\Lambda_r(\lambda)\varphi(0)]\} \) the inequality \( D^+ V[\varphi(0)] f(\varphi) < m(\varphi(0)) \) holds for some \( m : \mathbb{R}^n \rightarrow \mathbb{R} \). If the function \( m \)
is \( r\)-homogeneous (the functions \( V \) and \( f \) possess this property), then the property 
\[ m(\varphi(0)) \leq -\alpha(||\varphi(0)||) \]
in (ii) has to be verified for \( \varphi(0) \in S_r \) only.

Instability conditions in the Lyapunov-Razumikhin framework have been formulated in [31, 32]. We will say that the system (1) is unstable at the origin if for any \( \delta > 0 \) there exist \( \varepsilon > 0 , \|x_0\| \leq \delta \) and \( t'_{x_0, \varepsilon} \geq 0 \) such that \( \|x_{t'_{x_0, \varepsilon}}\| > \varepsilon \). For a function \( V : \mathbb{R}^n \to \mathbb{R}_+ \) define two sets:

\[
P^V_M = \{ \varphi \in S_r : V[\varphi(0)] = \max_{\theta \in [-\tau, 0]} V[\varphi(\theta)] \},
\]

\[
P^V_m = \{ \varphi \in S_r : V[\varphi(0)] = \min_{\theta \in [-\tau, 0]} V[\varphi(\theta)] \}.
\]

**Theorem 2.** Let the function \( f \) in (1) be \( r\)-homogeneous with degree \( d \geq -\min_{1 \leq i \leq n} r_i \) and there exist a locally Lipschitz continuous \( r\)-homogeneous Lyapunov-Razumikhin function \( V : \mathbb{R}^n \to \mathbb{R}_+ \) with degree \( \nu > \max \{0, -d\} \) such that one of the following properties is satisfied:

(i) \( D^- V[\varphi(0)]f(\varphi) > 0 \) for all \( \varphi \in P^V_M \); 

(ii) \( D^- V[\varphi(0)]f(\varphi) > 0 \) for all \( \varphi \in P^V_m \).

Then the system (1) is unstable at the origin.

**Proof.** Select a \( \lambda > 0 \) such that the dilation transformation \( \phi = \Lambda_r(\lambda) \) connects a \( \phi \in C_{[-\tau, 0]} \) \( \setminus \{0\} \) with some \( \varphi \in S_r \). The sets \( \Pi^V_M = \{ \phi \in C_{[-\tau, 0]} : V[\phi(0)] = \max_{\theta \in [-\tau, 0]} V[\phi(\theta)] \} \), \( \Pi^V_m = \{ \phi \in C_{[-\tau, 0]} : V[\phi(0)] = \min_{\theta \in [-\tau, 0]} V[\phi(\theta)] \} \) are well defined by the dilation transformation of \( P^V_M, P^V_m \):

\[
\cup_{\lambda > 0} \Lambda_r(\lambda) P^V_M = \{ \phi = \Lambda_r(\lambda) \varphi, \lambda > 0, \varphi \in S_r : V[\varphi(0)] = \max_{\theta \in [-\tau, 0]} V[\varphi(\theta)] \}
\]

\[
= \{ \phi = \Lambda_r(\lambda) \varphi, \lambda > 0, \varphi \in S_r : \lambda^d V[\varphi(0)] = \lambda^d \max_{\theta \in [-\tau, 0]} V[\varphi(\theta)] \}
\]

\[= \Pi^V_M,\]

\[
\cup_{\lambda > 0} \Lambda_r(\lambda) P^V_m = \{ \phi = \Lambda_r(\lambda) \varphi, \lambda > 0, \varphi \in S_r : V[\varphi(0)] = \min_{\theta \in [-\tau, 0]} V[\varphi(\theta)] \}
\]

\[
= \{ \phi = \Lambda_r(\lambda) \varphi, \lambda > 0, \varphi \in S_r : \lambda^d V[\varphi(0)] = \lambda^d \min_{\theta \in [-\tau, 0]} V[\varphi(\theta)] \}
\]

\[= \Pi^V_m.\]

Take \( \phi \in \Pi^V_M \) or \( \phi \in \Pi^V_m \), then

\[ D^- V[\phi(0)]f(\phi) = \lambda^{\nu+d} D^- V[\phi(0)]f(\phi) > 0. \]

Therefore, \( D^- V[\phi(0)]f(\phi) > 0 \) for all \( \phi \in \Pi^V_M \) or \( \phi \in \Pi^V_m \), which are the conditions of instability of (1) into the sets \( \Pi^V_M \) or \( \Pi^V_m \) from [31, 32]. \qed

In the case (i) of Theorem 2, the set \( \Pi^V_M \) is forward invariant for the system (1) (once the relation \( V[\phi(0)] = \max_{\theta \in [-\tau, 0]} V[\phi(\theta)] \) is valid, next it will be satisfied for all forward times since \( \dot{V}(\phi) > 0 \) on \( \Pi^V_M \)), thus all trajectories initiated or entered...
The case (ii) is more tricky, then we have

$$C_{[-\tau,0]} = \Pi_{m}^{V} \cup \Theta_{m}^{V}, \text{where } \Theta_{m}^{V} = \{ \phi \in C_{[-\tau,0]} : V[\phi(0)] > \min_{\theta \in [-\tau,0]} V[\phi(\theta)] \}. $$

The function $V(t) = V(x(t))$ is strictly increasing in $\Pi_{m}^{V}$ (since $\dot{V}(\phi) > 0$ on $\Pi_{m}^{V}$) and a trajectory of (1) cannot stay continuously in $\Pi_{m}^{V}$ on a time interval of the length more than $\tau$ (by the same reason: $V(t)$ is strictly increasing while $x(t)$ is in $\Pi_{m}^{V}$). In $\Theta_{m}^{V}$, by the definition of this set, the function $V_{m}(t) = \min_{\theta \in [-\tau,0]} V[x(t + \theta)]$, which is defined on trajectories of (1), is non-decreasing while a trajectory stays in $\Theta_{m}^{V}$ (since $V[\phi(0)] > \min_{\theta \in [-\tau,0]} V[\phi(\theta)]$ if $\phi \in \Theta_{m}^{V}$), and if a trajectory belongs to $\Theta_{m}^{V}$ a time bigger than $\tau$ we have that $V_{m}(t) > V_{m}(t - \tau)$. Since a trajectory by leaving $\Theta_{m}^{V}$ enters the set $\Pi_{m}^{V}$, where the function $V(t)$ is strictly increasing and $V_{m}(t) = V(t)$, it implies that the property $V_{m}(t) > V_{m}(t - \tau)$ is satisfied for all $t \geq 0$. Therefore, all trajectories in the case (ii) go to infinity. The case (i) may include the case of a saddle equilibrium existence for (1), while the case (ii) corresponds to anti-stable or strongly unstable equilibrium of (1) at the origin.

The results of theorems 1 and 2 mean that by using homogeneous Lyapunov-Razumikhin functions the global stability/instability of a homogeneous system at the origin can be checked on the sphere $S_r$ only. These facts may simplify the function $V$ search and the system analysis with application of a numerical routine. The drawback is that in the space $C_{[-\tau,0]}$, the sphere $S_r$ is a rather complex object.

4. Local homogeneity

A disadvantage of the global homogeneity introduced so far is that such systems possess the same behavior “globally”. Thus the homogeneous systems are not really “nonlinear”, they have similar diversity of operating modes as linear systems. In fact, from analysis and design points of view the homogeneous systems are a generalization of linear ones. Comparing with other nonlinear systems, it may be easier to find a (homogeneous) Lyapunov function for homogeneous systems. That is why finding a possibility to apply this approach for a broader class of nonlinear systems is very important.

An approach to resolve this issue consists in introducing a local version of homogeneity as in [14].

**Definition 2.** The function $g : C_{[-\tau,0]} \rightarrow \mathbb{R}$ is called $(r, \lambda_0, g_0)$-homogeneous (if $r_i > 0$, $i = \overline{1, n}$; $g_0 : C_{[-\tau,0]} \rightarrow \mathbb{R}$) if for any $\phi \in S_r$ the relation

$$\lim_{\lambda \to \lambda_0} \lambda^{-d_0} g(\Lambda_r(\lambda)\phi) - g_0(\phi) = 0$$

is satisfied (uniformly on $S_r$ for $\lambda_0 \in \{0, +\infty\}$) for some $d_0 \in \mathbb{R}$.
The system (1) is called \((r, \lambda_0, f_0)\)-homogeneous \((r_i > 0, i = 1, n; f_0 : C_{[-\tau, 0]} \to \mathbb{R}^n)\) if for any \(\phi \in S_r\), the relation
\[
\lim_{\lambda \to \lambda_0} \lambda^{-d_0} \Lambda_r^{-1} (\lambda) f(\Lambda_r (\lambda) \phi) - f_0(\phi) = 0
\]
is satisfied (uniformly on \(S_r\) for \(\lambda_0 \in \{0, +\infty\}\)) for some \(d_0 \geq -\min_{1 \leq i \leq n} r_i\).

For a given \(\lambda_0\), \(g_0\) and \(f_0\) are called approximating functions.

For any \(0 < \lambda_0 < +\infty\) the following formulas give a variant of homogeneous approximating functions \(g_0\) and \(f_0\):
\[
g_0(\phi) = \|\phi\| \lambda_0^{-d_0} g(\Lambda_r (\lambda_0) \Lambda_r^{-1} (\|\phi\| r) \phi), \quad d \geq 0,
\]
\[
f_0(\phi) = \|\phi\| \lambda_0^{-d_0} g(\Lambda_r (\|\phi\| r) \Lambda_r^{-1} (\lambda_0) f(\Lambda_r (\lambda_0) \Lambda_r^{-1} (\|\phi\| r) \phi)), \quad d \geq -\min_{1 \leq i \leq n} r_i.
\]

This property is called local homogeneity [14], it allows us to analyze local stability/instability of the system (1) on the basis of a simplified system
\[
dy(t)/dt = f_0[y_r(t)], \quad t \geq 0,
\]
called the local approximating dynamics for (1).

**Theorem 3.** Let the system (1) be \((r, \lambda_0, f_0)\)-homogeneous for some \(r_i > 0, i = 1, n\), the function \(f_0\) be continuous and \(r\)-homogeneous with the degree \(d_0\). Suppose there exists a locally Lipschitz continuous \(r\)-homogeneous Lyapunov-Razumikhin function \(V_0 : \mathbb{R}^n \to \mathbb{R}_+\) with the degree \(v_0 > \max\{0, -d_0\}\), \(\alpha_1(|x|) \leq V_0(x) \leq \alpha_2(|x|)\) for all \(x \in \mathbb{R}^n\) and some \(\alpha_1, \alpha_2 \in K_{\infty}\) such that:

(i) there exist functions \(\alpha, \gamma \in K\) such that for all \(\varphi \in S_r\)
\[
\max_{\varphi \in [-\tau, 0]} V_0[\varphi(\theta)] < \gamma(V_0[\varphi(0)]) \Rightarrow D^+ V_0[\varphi(0)] f_0(\varphi) \leq -\alpha(\|\varphi(0)\|);
\]

(ii) there exists a function \(\gamma' \in K\) such that \(\lambda s < \gamma'(\lambda s) \leq \gamma(s)\) for all \(s, \lambda \in \mathbb{R}_+ \setminus \{0\}\).

Then

1) if \(\lambda_0 = 0\), then there exists \(0 < \lambda_c\) such that the system (1) is locally asymptotically stable at the origin with the domain of attraction containing the set
\[
X_0 = \{\phi \in C_{[-\tau, 0]} : \|\phi\| \leq \alpha_1^{-1} \circ \alpha_2 \circ \tilde{\rho}_r(\lambda_c)\};
\]

2) if \(\lambda_0 = +\infty\), then there exists \(0 < \Lambda_c < +\infty\) such that the system (1) is globally asymptotically stable with respect to forward invariant set
\[
X_\infty = \{\phi \in C_{[-\tau, 0]} : \|\phi\| \leq \alpha_1^{-1} \circ \alpha_2 \circ \tilde{\rho}_r(\Lambda_c)\};
\]

3) if \(0 < \lambda_0 < +\infty\), then there exist \(0 < \Lambda_c \leq \lambda_0 \leq \lambda_c < +\infty\) such that the system (1) is asymptotically stable with respect to the forward invariant set \(X_\infty\) with region
of attraction

\[ X = \{ \phi \in C_{[-r,0]} : \alpha_1^{-1} \circ \alpha_2 \circ \rho_r(\lambda) < \|\phi\| \]
\[ < \alpha_1^{-1} \circ \alpha_2 \circ \rho_r(\lambda) \} \]

provided that the set \( X \) is connected and nonempty.

Proof. For the system (1) the transformation of coordinates \( \phi = \Lambda_r(\lambda) \varphi \) connects any \( \phi \in C_{[-r,0]} \setminus \{0\} \) with some \( \varphi \in \mathcal{S}_r \), for \( \lambda = \|\phi\|_r \). According to definition of the function \( V_0 \) we have:

\[ D^+ V_0[\phi(0)] f(\phi) = D^+ V_0[\Lambda_r(\lambda) \varphi(0)] f(\Lambda_r(\lambda) \varphi) \]
\[ = D^+ V_0[\Lambda_r(\lambda) \varphi(0)] \{ f_0(\Lambda_r(\lambda) \varphi) + [f(\Lambda_r(\lambda) \varphi) - f_0(\Lambda_r(\lambda) \varphi)] \}
\[ = \lambda^{\delta_0 + \nu_0} D^+ V_0[\varphi(0)] f_0(\varphi) + \lambda^{\nu_0} D^+ V_0[\varphi(0)] \Lambda_r^{-1}(\lambda) f(\Lambda_r \varphi) - \lambda^{\delta_0} \Lambda_r(\lambda) f_0(\varphi) \]
\[ = \lambda^{\delta_0 + \nu_0} D^+ V_0[\varphi(0)] \{ f_0(\varphi) + [\lambda^{-\delta_0} \Lambda_r^{-1}(\lambda) f(\Lambda_r(\lambda) \varphi) - f_0(\varphi)] \}. \]

Due to continuity of the functions \( f, f_0 \) and the local homogeneity property definition for any \( \varepsilon > 0 \) there exist \( \bar{\lambda}_r \leq \lambda_0 \leq \bar{\lambda}_r \) such that

\[ \sup_{\varphi \in \mathcal{S}_r} |D^+ V_0[\varphi(0)] \{ \lambda^{-\delta_0} \Lambda_r^{-1}(\lambda) f(\Lambda_r(\lambda) \varphi) - f_0(\varphi) \}| \leq \varepsilon \]

for all \( \lambda \in (\bar{\lambda}_r, \bar{\lambda}_r) \). From (i) we know that the inequality \( D^+ V_0[\varphi(0)] f_0(\varphi) \leq -\alpha(|\varphi(0)|) \) is satisfied under the condition \( \max_{\theta \in [-r,0]} V_0[\varphi(\theta)] < \gamma \{ V_0[\varphi(0)] \} \). By the same arguments, since the property \( \max_{\theta \in [-r,0]} V_0[\varphi(\theta)] < \gamma \{ V_0[\varphi(0)] \} \) excludes from consideration some functions \( \varphi \in \mathcal{S}_r \), we can prove that \( a > \varepsilon \), where

\[ a = \inf_{\varphi \in \mathcal{S}_r, \max_{\theta \in [-r,0]} V_0[\varphi(\theta)] < \gamma \{ V_0[\varphi(0)] \}} \alpha(|\varphi(0)|). \]

Let the constants \( \bar{\lambda}_r \), \( \bar{\lambda}_r \) be chosen to ensure that \( a > \varepsilon \). Multiplying (i) on \( \lambda^{\nu_0} \) we get that if a property is satisfied for \( \varphi \in \mathcal{S}_r \), with \( \max_{\theta \in [-r,0]} V_0[\varphi(\theta)] < \gamma \{ V_0[\varphi(0)] \} \), then it also holds for \( \phi = C_{[-r,0]} \) under the restriction \( \max_{\theta \in [-r,0]} V_0[\phi(\theta)] < \gamma' \{ V_0[\phi(0)] \} \) (due to condition (ii)). Then the following property holds for \( \alpha'(s) = (\bar{\sigma}_r^{-1}(s))^{\nu_0 + \delta_0} (a - \varepsilon) \):

\[ \max_{\theta \in [-r,0]} V_0[\phi(\theta)] < \gamma' \{ V_0[\phi(0)] \} \Rightarrow D^+ V_0[\phi(0)] f_0(\phi) \leq -\alpha'(\|\phi(0)\|), \]

where \( \phi = \Lambda_r(\lambda) \varphi, \varphi \in \mathcal{S}_r \) and \( \lambda \in (\bar{\lambda}_r, \bar{\lambda}_r) \), i.e. for all \( \phi \in X_r = \{ \phi \in C_{[-r,0]} : \lambda < \|\phi\|_r < \bar{\lambda}_r \} \).

If \( \lambda_0 = 0 \), then clearly \( \bar{\lambda}_r = 0 \) and the origin is locally asymptotically stable with the domain of asymptotic stability containing the set \( X_0 [17, 19] \). Indeed, take any initial conditions \( \|\phi\|_r < \bar{\lambda}_r \), then \( \max_{\theta \in [-r,0]} V_0[\phi(\theta)] \leq \alpha_2(\rho_r(\bar{\lambda}_r)) \) and \( V_0(t) \) is
Proof.

If \( \lambda_0 = +\infty \), then \( \bar{\lambda}_e = +\infty \) and the function \( V_0 \) for the system (1) is decreasing into the set \( \mathbb{R}^n \setminus X_\infty \) for some \( \bar{\lambda}_e \). Thus the set \( X_\infty \) is forward invariant for (1) and attracting. Borrowing arguments from [17, 18] these facts imply the global asymptotic stability of the system (1) with respect to the set \( X_\infty \).

Finally, let \( 0 < \lambda_0 < +\infty \) and the set \( X \) be nonempty and connected, since \( 0 \leq |\phi(0)| < 0.5\alpha_1^{-1} \circ \alpha_2 \circ p_\tau(\bar{\lambda}_e) \) for all \( \phi \in X \), then the set \( X \) contains a level of the function \( V_0 \) and the function \( V_0 \) is decreasing into the set \( X \) and all trajectories \( x(t, x_0) \) with initial conditions \( x_0 \in X \) reach for the set \( X_\infty \).

**Theorem 4.** Let the system (1) be \((r, \lambda_0, f_0)\)-homogeneous for some \( r_i > 0 \), \( i = \overline{1, n} \), the function \( f_0 \) be continuous and \( r \)-homogeneous with the degree \( d_0 \). Suppose there exists a locally Lipschitz continuous \( r \)-homogeneous Lyapunov-Razumikhin function \( V_0 : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) with the degree \( \lambda_0 > \max\{0, -d_0\} \), \( \alpha_1(|x|) \leq V_0(x) \leq \alpha_2(|x|) \) for all \( x \in \mathbb{R}^n \) and some \( \alpha_1, \alpha_2 \in K_\infty \), such that \( D^-V_0[\varphi(0)]f_0(\varphi) \geq a > 0 \) for all \( \varphi \in P_{10} \) or \( \varphi \in P_M \). Then

1) if \( \lambda_0 = 0 \), then there exists \( 0 < \bar{\lambda}_e \) such that for the system (1) the set \( X_0 = \{ \phi \in C_{[-r, 0]} : ||\phi|| \leq \alpha_1^{-1} \circ \alpha_2 \circ \rho_\tau(\bar{\lambda}_e) \} \)

is unstable;

2) if \( \lambda_0 = +\infty \), then there exists \( 0 < \bar{\lambda}_e < +\infty \) such that for the system (1) the set \( X_\infty = \{ \phi \in C_{[-r, 0]} : ||\phi|| \leq \alpha_1^{-1} \circ \alpha_2 \circ \rho_\tau(\bar{\lambda}_e) \} \)

is unstable;

3) if \( 0 < \lambda_0 < +\infty \), then there exist \( 0 < \bar{\lambda}_e \leq \lambda_0 \leq \bar{\lambda}_e \) such that for the system (1) the set \( X_\infty \) is unstable provided that the set \( X = \{ \phi \in C_{[-r, 0]} : \alpha_1^{-1} \circ \alpha_2 \circ \rho_\tau(\bar{\lambda}_e) < ||\phi|| < \alpha_1^{-1} \circ \alpha_2 \circ \rho_\tau(\bar{\lambda}_e) \} \) is connected and non empty.

**Proof.** For \( \lambda = ||\phi||_r \) the coordinates transformation \( \phi = \Lambda_r(\lambda) \varphi \) connects any \( \phi \in C_{[-r, 0]} \setminus \{0\} \) with some \( \varphi \in S_r \). As in the proof of Theorem 3 we have:

\[
D^-V_0[\varphi(0)]f(\varphi) = \lambda^{d_0-r\varphi}D^-V_0[\varphi(0)]\{f_0(\varphi) + [\lambda^{-d_0}\Lambda_r^{-1}(\lambda)f(\Lambda_r(\lambda)\varphi) - f_0(\varphi)]\}.
\]

Due to continuity of the functions \( f, f_0 \) and the local homogeneity property definition for any \( \varepsilon > 0 \) there exist \( \bar{\lambda}_e \leq \lambda_0 \leq \bar{\lambda}_e \) such that

\[
\sup_{\varphi \in S_r} |D^-V_0[\varphi(0)]\{\lambda^{-d_0}\Lambda_r^{-1}(\lambda)f(\Lambda_r(\lambda)\varphi) - f_0(\varphi)\}| \leq \varepsilon
\]

for all \( \lambda \in (\bar{\lambda}_e, \bar{\lambda}_e) \). Let the constants \( \bar{\lambda}_e, \bar{\lambda}_e \) be chosen to ensure that \( a > \varepsilon \).

As it was shown in the proof of Theorem 2, \( \Pi_{10} = \cup_{\lambda > 0}\Lambda_r(\lambda)P_{10} \) and \( \Pi_{M} = \cup_{\lambda > 0}\Lambda_r(\lambda)P_{M} \). Define \( \Omega_\varepsilon = \{ \phi \in C_{[-r, 0]} : \bar{\lambda}_e < ||\phi||_r < \bar{\lambda}_e \} \), then the set \( \Pi_{10} \cap \Omega_\varepsilon \)
contains repelling trajectories of the system (1) \((D^-V_0[\phi(0)],f(\phi)) \geq ||\phi||^\nu_{r_i} + d_0(a-\varepsilon) > 0\) for all trajectories in \(\Pi^V_\tau \cap \Omega_\varepsilon\). Recall that \(C_{[-\tau,0]} = \Pi^V_\tau \cup \Theta^V_\tau\), where \(\Theta^V_\tau = \{\phi \in C_{[-\tau,0]} : V_0[\phi(0)] > \min_{\theta \in [-\tau,0]} V_0[\phi(\theta)]\}\), then \(\Omega_\varepsilon = [\Pi^V_\tau \cap \Omega_\varepsilon] \cup [\Theta^V_\tau \cap \Omega_\varepsilon]\).

According to performed computations, \(D^-V_0[\phi(0)],f(\phi)) \geq ||\phi||^\nu_{r_i} + d_0(a-\varepsilon) > 0\) for all \(\phi \in \Pi^V_\tau \cap \Omega_\varepsilon\), therefore, the function \(V_0\) is strictly increasing on trajectories of (1) into the set \(\Pi^V_\tau \cap \Omega_\varepsilon\). In addition, \(V_0(t) = \phi(0)\) for (1) for all trajectories in \(\Pi^V_\tau \cap \Omega_\varepsilon\), where \(V_0(t) = \min_{\theta \in [-\tau,0]} V_0[x(t + \theta)]\), and \(V_0(t + \tau) > \phi(0)\) for all \(t \geq 0\) while trajectories of (1) stay into the set \(\Theta^V_\tau \cap \Omega_\varepsilon\). Finally, (1) there exist two options, either a trajectory exits the set \(\Omega_\varepsilon\) in a finite time or the set \(\Omega_\varepsilon\) is forward invariant for (1) and \(V_0(t + \tau) > \phi(0)\) for all \(t \geq 0\). Therefore, the set \(\Omega_\varepsilon\) contains a repelling trajectory of (1). Further the results of the theorem follow regarding the value of \(\lambda_0\).

These results establish the links between different variants of local homogeneity with stable/unstable approximating dynamics (3) and the stability/instability properties of the original system (1), similarly to [14].

**Corollary 2.** Let the system (1) be \((r,\lambda_0,f_0)\)-homogeneous for some \(r_i > 0\), \(i = 1, n\), the function \(f_0 : R^n \rightarrow R^n\) be continuous and \(r\)-homogeneous with the degree \(d_0\) and there exist an \(r\)-homogeneous Lyapunov-Razumikhin function \(V_0 : R^n \rightarrow R_+\) with the degree \(\nu_0 > \max\{0,-d_0\}\) such that \(D^+V_0(x)f_0(x) \leq -\lambda(x)\) \((D^-V_0(x)f_0(x) \geq \lambda(x))\) for all \(x \in S_r\) with \(\alpha \in K\). Then all conclusions of Theorem 3 (Theorem 4) hold.

**Proof.** If \(f_0 : R^n \rightarrow R^n\), then the conditions (i) and (ii) of Theorem 3 can be reduced to \(D^+V_0(x)f_0(x) \leq -\lambda(x)\) \((D^-V_0(x)f_0(x) \geq \lambda(x))\) for all \(x \in S_r\), since the functions \(f_0\) and \(V_0\) are homogeneous.

Similarly to [14], one can use these conditions to detect for (1) the presence of Yakubovich’s oscillations [33].

5. ISS property of time-delay homogeneous systems

Consider the system (1) with inputs:

\[ dx(t)/dt = f[x_t,u(t)], \quad t \geq 0, \]

where \(x \in R^n\), \(x_t \in C_{[-\tau,0]}\) is the state function as before, and \(u : R_+ \rightarrow R^n\) is an essentially bounded (Lebesgue) measurable input, \(||u||_{\infty} = \text{ess. sup}_{t \geq 0} |u(t)|\) (we will denote by \(L_\infty\) the set of inputs \(u : R_+ \rightarrow R^n\) with \(||u||_{\infty} < +\infty\)); \(f : C_{[-\tau,0]} \times R^n \rightarrow R^n\) is a continuous function (locally Lipschitz with respect to \(x_t\)), \(f(0,0) = 0\). Under these conditions the system (4) has a unique solution \(x(t,x_0,u)\) for any \(u \in L_\infty\) and \(x_0 \in C_{[-\tau,0]}\) defined on some interval \([-\tau, T]\).
The Lyapunov-Razumikhin theory has been extended to the ISS notion analysis in [34] as follows.

**Definition 3.** The system (4) is called ISS, if for all \( x_0 \in C_{[-\tau,0]} \) and \( u \in L_\infty \) there exist \( \beta \in KL \) and \( \gamma \in K \) such that for all \( t \geq 0 \):

\[
|x(t,x_0,u)| \leq \beta(|x_0|, t) + \gamma(|u|_\infty).
\]

**Theorem 5.** Let for the system (4) there exist a locally Lipschitz continuous ISS Lyapunov-Razumikhin function \( V : \mathbb{R}^n \to \mathbb{R}_+ \), i.e. there are functions \( \alpha_1, \alpha_2, \alpha_3 \in K_{\infty} \) and \( \gamma, \chi \in K \) (\( \gamma(s) > s \) for all \( s \in \mathbb{R}_+ \)) such that for all \( x \in \mathbb{R}^n \), \( \varphi \in C_{[-\tau,0]} \) and \( u \in \mathbb{R}^m \)

\[
\alpha_1(|x|) \leq V(x) \leq \alpha_2(|x|),
\]

\[
\max \left( \max_{\theta \in [-\tau,0]} V(\varphi(\theta)), \chi(|u|) \right) < \gamma\left( V(\varphi(0)) \right) \Rightarrow D^+ V(\varphi(0)) f(\varphi,u) \leq -\alpha_3(|\varphi(0)|).
\]

Then the system (4) is ISS.

In [27, 28, 29] it has been shown that if a nonlinear dynamical system is homogeneous, then it is also ISS with respect to an input (e.g. additive disturbance or measurement noise). A similar link for time-delay system (4) is established in the theorem below. Define \( \tilde{f}(x_t,u) = [f(x_t,u)^T 0_m]^T \in \mathbb{R}^{n+m} \), it is an extended auxiliary vector field for the system (4), where \( 0_m \) is the zero vector with \( m \) elements.

**Theorem 6.** Let the vector field \( \tilde{f} \) be homogeneous with the weights \( r = [r_1, \ldots, r_n] > 0 \), \( \tilde{r} = [\tilde{r}_1, \ldots, \tilde{r}_m] > 0 \) with a degree \( d \geq -r_{\min}, r_{\min} = \min_{1 \leq i \leq n} r_i \), i.e.

\[
f(\Lambda_r(\lambda)x_t, \Lambda_r(\lambda)u) = \lambda^d \Lambda_r(\lambda)f(x_t,u) \quad \forall \lambda > 0.
\]

Assume that for the system (4) for \( u = 0 \) there exists a continuously differentiable \( r \)-homogeneous Lyapunov-Razumikhin function \( V : \mathbb{R}^n \to \mathbb{R}_+ \), \( V(0) = 0 \) with degree \( \nu > r_{\max} = \max_{1 \leq i \leq n} r_i \), such that:

(i) there exist functions \( \alpha, \gamma \in K \) such that for all \( \varphi \in S_r \)

\[
\max_{\theta \in [-\tau,0]} V(\varphi(\theta)) < \gamma\{V(\varphi(0))\} \Rightarrow D^+ V(\varphi(0)) f(\varphi,0) \leq -\alpha(|\varphi(0)|);
\]

(ii) there exists function \( \gamma' \in K \) such that \( \lambda s < \gamma'(\lambda s) \leq \lambda \gamma(s) \) for all \( s, \lambda \in \mathbb{R}_+ \setminus \{0\} \).

Then the system (4) is ISS.

**Proof.** Under the introduced conditions \( f(\Lambda_r(\lambda)x_t,0) = \lambda^d \Lambda_r(\lambda)f(x_t,0) \) and the system \( \dot{x} = f(x_t,0) \) is globally asymptotically stable by Theorem 1. Since the function \( V \) is homogeneous there are functions \( \alpha_1(s) = [\tilde{\sigma}^{-1}_r(s)]\nu \max_{y \in S_r} V(y), \alpha_2(s) = [\tilde{\sigma}^{-1}_r(s)]\nu \max_{y \in S_r} V(y) \) such that \( \alpha_1(|x|) \leq V(x) \leq \alpha_2(|x|) \) for all \( x \in \mathbb{R}^n \).
It has been shown in the proof of Theorem 1 that for all \( \varphi \in \mathcal{S}_r \),
\[
\max_{\theta \in [-\tau,0]} V[\varphi(\theta)] < \gamma \{V[\varphi(0)]\} \Rightarrow D^+ V[\varphi(0)] f(\varphi,0) \leq -a,
\]
\[
|D^+ V[\varphi(0)]| \leq b
\]
for some \( a > 0 \) and \( b > 0 \). Due to homogeneity of \( \tilde{f} \) and continuity of \( f \) with respect to \( u \) we have
\[
|f(\varphi,u) - f(\varphi,0)| \leq \sigma(|u|) \quad \forall \varphi \in \mathcal{S}_r,
\]
\[
\sigma(s) = c \begin{cases} 
    s^{\theta_{\min}} & \text{if } s \leq 1 \\
    s^{\theta_{\max}} & \text{if } s > 1
\end{cases}
\]
for some \( c > 0 \) and \( \theta_{\max} \geq \theta_{\min} > 0 \).

Below we will use the coordinate transformation \( \phi = \Lambda_r(||\phi||_r)\varphi \), which connects any \( \phi \in C_{[-\tau,0]} \setminus \{0\} \) with the corresponding point \( \varphi \in \mathcal{S}_r \). For the input \( u \) we will use the transformation \( u = \Lambda_r(||\phi||_r)\tilde{u} \), where \( \tilde{u} \in \mathbb{R}^m \) and
\[
|\tilde{u}| \leq \rho(||\phi||_r)|u|, \quad \rho(s) = \begin{cases} 
    s^{-\tilde{r}_{\max}} & \text{if } s \leq 1 \\
    s^{-\tilde{r}_{\min}} & \text{if } s > 1
\end{cases}
\]
where \( \tilde{r}_{\max} = \max_{1 \leq j \leq m} \tilde{r}_j \) and \( \tilde{r}_{\min} = \min_{1 \leq j \leq m} \tilde{r}_j \). Now let us consider the time derivative of the Lyapunov function \( V \) computed for the system (4) for all \( \phi \in C_{[-\tau,0]} \) and \( u \in \mathbb{R}^m \);
\[
D^+ V[\phi(0)] f(\phi,u) = \|\phi\|^{\nu+d}_r D^+ V[\varphi(0)] f(\varphi,\tilde{u})
\]
\[
= \|\phi\|^{\nu+d}_r D^+ V[\varphi(0)] f(\varphi,0) + \|\phi\|^{\nu+d}_r D^+ V[\varphi(0)] \{f(\varphi,\tilde{u}) - f(\varphi,0)\}.
\]
Assume that \( \max_{\theta \in [-\tau,0]} V[\varphi(\theta)] < \gamma \{V[\varphi(0)]\} \) or equivalently (due to homogeneity of \( V \), see the proof of Theorem 1) \( \max_{\theta \in [-\tau,0]} V[\phi(\theta)] < \gamma' \{V[\phi(0)]\} \), then
\[
D^+ V[\phi(0)] f(\phi,u) \leq -a\|\phi\|^{\nu+d}_r + b\|\phi\|^{\nu+d}_r \sigma(|\tilde{u}|)
\]
\[
\leq -a\|\phi\|^{\nu+d}_r + b\|\phi\|^{\nu+d}_r \kappa(||\phi||_r) \sigma(|u|),
\]
where
\[
\kappa(s) = \begin{cases} 
    s^{-\tilde{r}_{\max}} \theta_{\min} & \text{if } s \leq 1 \\
    s^{-\tilde{r}_{\min}} \theta_{\max} & \text{if } s > 1
\end{cases}
\]
Therefore if \( -\tilde{r}_{\min} \theta_{\max} < 0 \), which is equivalent to \( \tilde{r}_{\min} > 0 \), then \( \eta(s) = \kappa(s)^{-1} \epsilon \in \mathcal{K}_\infty \) and for \( |u| \leq \sigma^{-1}[a/(2b)\eta(||\phi||_r)] \) we have \( D^+ V[\phi(0)] f(\phi,u) \leq -0.5a\|\phi\|^{\nu+d}_r \).

Since
\[
\alpha_1(||\phi||) = \alpha_1( \max_{\theta \in [-\tau,0]} |\phi(\theta)| ) = \max_{\theta \in [-\tau,0]} \alpha_1(|\phi(\theta)|) \leq \max_{\theta \in [-\tau,0]} V(\phi(\theta)) < \gamma' \{V[\phi(0)]\},
\]
for $\chi(s) = \alpha_1 \circ \rho \circ \eta^{-1}[2b/a \sigma(s)]$ and $\alpha_3(s) = 0.5as^d$ we obtain the property
$$\max_{\theta \in [-\tau,0]} V[\varphi(\theta)], \chi(|u|) < \gamma'\{V[\varphi(0)]\} \Rightarrow D^+ V[\varphi(0)] f(\varphi, u) \leq -\alpha_3(|\varphi(0)|_r),$$
which implies ISS.

The result of Theorem 6 says that if the conditions of Theorem 1 are satisfied for the case $u = 0$ for the system (4), then it is ISS. This conclusion highlights an additional importance of the introduced homogeneity concept for time-delay systems: under additional algebraic restrictions on the system equations and its Lyapunov-Razumikhin function (homogeneity) we gain the system robustness.

**Corollary 3.** Let a locally Lipschitz continuous function $f_0 : C_{[-\tau,0]} \to \mathbb{R}^n$ be $r$-homogeneous with a degree $d$ and admit a continuously differentiable $r$-homogeneous Lyapunov-Razumikhin function $V : \mathbb{R}^n \to \mathbb{R}^+, V(0) = 0$ with degree $\nu > r_{\text{max}}$.

If $f(x_t, u) = f_0(x_t) + u$, i.e. $u$ is an additive disturbance, then the system (4) is ISS for $d > -r_{\text{min}}$.

If $f(x_t, u) = f_0(x_t + u)$, i.e. $u$ is a measurement noise, then the system (4) is ISS.

**Proof.** Take $\tilde{r} = r + \nu$ and $\tilde{r} = r$ for the additive disturbance and measurement noise cases respectively.

6. Examples

In this section we will consider a homogeneous system with zero degree, two academic examples of locally homogeneous time-delay systems (to illustrate various aspects of theorems 3 and 4) and one model from biology of blood cell production.

6.1. A homogeneous time-delay system with degree $d = 0$. Consider the system
$$\dot{x}(t) = -2x(t) + \frac{x^2(t) + x^2(t - \tau)}{\max\{|x(t)|, |x(t - \tau)|\}},$$
where $x(t) \in \mathbb{R}$, $\tau > 0$ is a fixed time delay. Applying the Lyapunov-Razumikhin approach with $V(x) = 0.5x^2$ it is straightforward to show that the system is stable. The system is homogeneous for $r = 1$ and $d = 0$. According to Proposition 1, if $x(t, x_0)$ is a solution of this system with initial condition $x_0 \in C_{[-\tau,0]}$, then $y(t, y_0) = \lambda x(t, x_0)$ is the system solution with initial condition $y_0 = \lambda x_0$ for any $\lambda > 0$. For $\tau = 2$, the system trajectory $x(t, x_0)$ with $x_0(s) = e^s$, $s \in [-\tau,0]$ and the system trajectory $y(t, y_0) = 2x(t, x_0)$ for $y_0(s) = 2e^s$, $s \in [-\tau,0]$ are shown in Fig. 1. The results of simulation confirm the scaling property established in Proposition 1.
6.2. A globally stable system. Consider the system:

\[
\begin{align*}
\dot{x}_1(t) &= -x_1(t) + x_2(t) - x_1^3(t); \\
\dot{x}_2(t) &= -kx_2(t) - x_1(t) + ax_2(t - \tau) - x_2^3(t),
\end{align*}
\]

where \( k, a \) are some positive parameters, \( \tau > 0 \) is a fixed time delay. This system is locally homogeneous in the bi-limit:

\[
\begin{align*}
\lambda_1 &= 0, \quad r_1 = [0.5 \ 0.5], \\
f_1(x_\tau) &= \begin{bmatrix} -x_1(t) + x_2(t), & -kx_2(t) - x_1(t) + ax_2(t - \tau) \end{bmatrix}^T, \\
d_1 &= 0, \quad V_1(x) = x_1^2(t) + x_2^2(t), \quad v_1 = 1; \\
\lambda_2 &= +\infty, \quad r_2 = [1 \ 1], \quad f_2(x_\tau) = \begin{bmatrix} -x_1^3(t), & -x_2^3(t) \end{bmatrix}^T, \\
d_2 &= 2, \quad V_2(x) = x_1^2(t) + x_2^2(t), \quad v_2 = 2.
\end{align*}
\]

Straightforward calculations show that

\[
\begin{align*}
\dot{V}_1 &= 2[-x_1^2(t) - kx_2^2(t) + ax_2(t)x_2(t - \tau)] \\
&\leq 2[-x_1^2(t) - (k - 0.5a)x_2^2(t)] + ax_2^2(t - \tau) \\
&\leq -2\min\{1, k - 0.5a\}V_1(t) + aV_1(t - \tau).
\end{align*}
\]

Then

\[
\begin{align*}
\max_{\theta \in [-\tau, 0]} V_1(x(t + \theta)) < a^{-1}\min\{1, k - 0.5a\}V_1(t) \Rightarrow \\
\dot{V}_1 \leq -2\min\{1, k - 0.5a\}V_1,
\end{align*}
\]

and if \( a^{-1}\min\{1, k - 0.5a\} > 1 \) the system (3) at \( \lambda_1 = 0 \) is asymptotically stable, that according to Theorem 3 implies local asymptotic stability of the system around
the origin. Obviously for \( \lambda_2 = \infty \) the system (3) is also asymptotically stable that ensures global convergence of the trajectories to a vicinity of the origin. Note that approximate behavior of the system in this case is defined by the time-delay free dynamics (Corollary 2). The results of simulation for \( k = 1, a = 0.5, \tau = 0.1 \) presented in Fig. 2 illustrate that actually the system is globally asymptotically stable.

### 6.3. An oscillating system.
Consider another planar system:

\[
\dot{x}_1(t) = ax_1(t) - x_2(t - \tau) - x_1^3(t) + x_1^2(t); \\
\dot{x}_2(t) = kx_2(t) + x_1(t - \tau) - x_1^2(t)x_2(t) + x_1(t - \tau)x_2(t),
\]

where \( k > 1.5, a > 1.5 \) are some positive parameters, \( \tau > 0 \) is a fixed time delay. The system is locally homogeneous in the bi-limit:

\[
\lambda_1 = 0, \ r_1 = [1\ 1], \\
f_1(x_r) = \begin{bmatrix} \ ax_1(t) - x_2(t - \tau) & kx_2(t) + x_1(t - \tau) \end{bmatrix}^T, \\
d_1 = 0, \ V_1(x) = x_1^2(t) + x_2^2(t), \ v_1 = 2; \\
\lambda_2 = \infty, \ r_2 = [0.5\ 1], \ f_2(x_r) = \begin{bmatrix} -x_1^3(t) & -x_1^2(t)x_2(t) \end{bmatrix}^T, \\
d_2 = 1, \ V_2(x) = x_1^2(t) + |x_2(t)|, \ v_2 = 1.
\]
Figure 3. Trajectories of an oscillating bi-limit homogeneous system

For $\lambda_1 = 0$ we have:

$$
\dot{V}_1(t) = 2x_1(t)[ax_1(t) - x_2(t - \tau)] + 2x_2(t)[kx_2(t) + x_1(t - \tau)]
$$

$$
= 2ax_1^2(t) - 2x_1(t)x_2(t - \tau) + 2kx_2^2(t) + 2x_2(t)x_1(t - \tau)
$$

$$
\geq [2a - 1]x_1^2(t) - x_2^2(t - \tau) + [2k - 1]x_2^2(t) - x_1^2(t - \tau)
$$

$$
\geq \mu V_1(t) - V_1(t - \tau), \, \mu = 2 \min\{a, k\} - 1.
$$

Then $V_1(t) \geq V_1(t - \tau)$ into the set $P_M^{V_1}$ and $\dot{V}_1(t) \geq (\mu - 1) V_1(t - \tau) > 0$ since $\mu > 1$. Therefore, the conditions of Theorem 4 are satisfied and the system is unstable at the origin. At $\lambda_2 = +\infty$ the system has the same approximation dynamics as in the previous example, therefore it has globally bounded trajectories. Since the system has the single equilibrium at the origin, then under this conditions it is oscillating in the sense of Yakubovich [33]. This conclusion is confirmed by the results of numerical simulation presented in Fig. 3 for different values of $\tau$.

6.4. Blood cell production model. The process of blood cell production is based on differentiation of hematopoietic stem cells located in the bone marrow. Mathematical modeling of this process has a long research history (see [35, 36, 37] and references therein). A model of the blood cell production can be applied for instance to study of chronic myelogenous leukemia [35].

In [35, 36] the following model has been analyzed:

$$
\dot{P}(t) = -\gamma P(t) + \beta[N(t)]N(t) - e^{\gamma \tau}[N(t)]N(t - \tau),
$$

$$
\dot{N}(t) = -\delta N(t) - \beta[N(t)]N(t) + 2e^{\gamma \tau}[N(t)]N(t - \tau),
$$
where \( P \in \mathbb{R}_+ \) and \( N \in \mathbb{R}_+ \) are concentrations of proliferating and nonproliferating cells, \( \tau > 0 \) defines an average duration of the cell cycle, \( \gamma, \delta > 0 \) define the apoptosis and differentiation rates for populations \( P \) and \( N \) respectively, and \( \beta : \mathbb{R}_+ \to \mathbb{R}_+ \) is a nonlinear function characterizing proliferation rate and interrelations between these populations such that

\[
\lim_{N \to +\infty} \beta(N) = 0, \quad \lim_{N \to +\infty} N\beta(N) = 0.
\]

An example is the Hill function \( \beta(N) = \frac{a b}{b + N^h} \) with \( a > 0, b > 0 \) and \( h > 1 \).

The conditions of existence of equilibriums (a positive one and at the origin) and their local stability have been investigated in the papers [35, 36] (see also references therein).

In this work we would like to establish global stability of this model using the homogeneity theory developed here. For \( r = [1 1] \) the system has the following approximating dynamics at infinity (due to properties of the Hill function)

\[
\begin{align*}
\dot{P}(t) &= -\gamma P(t), \\
\dot{N}(t) &= -\delta N(t),
\end{align*}
\]

which is clearly delay-invariant and globally asymptotically stable, thus by Theorem 3 this model has bounded invariant trajectories. Next, applying analysis of linearization of the system at the equilibriums (it is done in [35, 36]), if in both equilibriums the system has unstable linearization, then according to the proven global boundedness and the Yakubovich’s oscillation theory [33] the system is oscillating. The results of the system simulation (with the parameters \( \gamma = 0.2, \delta = 0.05, \tau = 1, a = 1.77, b = 1 \) and \( h = 12 \) calculated in [35, 36]) are shown in Fig 4.
Following [37] consider another model of the blood cell production, where the nonlinear coupling function $\beta$ depends on the total concentration of proliferating and nonproliferating cells $S(t) = N(t) + P(t)$:

$$
\dot{S}(t) = -\delta S(t) + e^{-\delta \tau} \beta[S(t - \tau)]N(t - \tau),
$$

$$
\dot{N}(t) = -\delta N(t) - \beta[S(t)]N(t) + 2e^{-\delta \tau} \beta[S(t - \tau)]N(t - \tau),
$$

all parameters have the same meaning as before.

If we would try to calculate approximation at infinity of this system with the weights $r = [1 \ 1]$, in order to analyze its global stability using Theorem 3, we cannot arrive to a conclusion since this approximation does not exist. Indeed, according to definition of local homogeneity, the limit for $\lambda_0 = +\infty$ should be uniform on $S_r$, for the term $\beta[S]N$ the point where $S = 0$ is singular and a uniform on $S_r$ limit does not exist. However, in [37] it is shown that this system has only nonnegative solutions. In fact it is possible to show that the cone $K = \{(S, N) \in \mathbb{R}_+^2 : S \geq \epsilon N\}$ for some $0 < \epsilon < +\infty$ is forward invariant for the system. Indeed, define $y = S - \epsilon N$, then

$$
\dot{y}(t) = -\delta y(t) + \epsilon \beta[S(t)]N(t) + (1 - 2\epsilon)e^{-\delta \tau} \beta[S(t - \tau)]N(t - \tau)
$$

and on the line $y = 0$ we have $\dot{y} \geq 0$ provided that $\epsilon \leq 0.5$. Therefore, if $y(0) \geq 0$, then $y(t) \geq 0$ for all $t \geq 0$, that is equivalent to forward invariance of $K$. In this case, in order to calculate the system homogeneous approximation at infinity on $K$, it is sufficient to compute a limit uniformly on $S_r \cap K$, where it exists and the system has the same approximation dynamics at infinity (5). For the parameters $\delta = 0.05$, $\tau = 5$, $a = 1.77$, $b = 1$ and $h = 12$ [37] the system has unstable linearization in both equilibriums, therefore following [33] it is oscillating in the sense of Yakubovich. The corresponding trajectories are shown in Fig. 5.
7. Conclusions

The homogeneity notion is extended to time-delay systems (nonlinear differential equations with functional arguments). It is proven that a local stability notion for homogeneous time-delay systems with $d = 0$ holds globally, that simplifies analysis of such a type of systems applying linearization at the origin, for instance. The sufficient conditions for stability/instability of homogeneous systems are presented. These conditions are based on the Razumikhin stability arguments. It is shown on a counterexample that development of the Lyapunov-Krasovskii approach is tricky for a generic homogeneous case. It is also shown that if a homogeneous system has a homogeneous Lyapunov-Razumikhin function, then under a mild structural condition (dealing with degree of homogeneity) it is ISS. The definition of local homogeneity is proposed, relations between stability/instability of the locally approximating dynamics and the original system are established. Efficiency of the proposed approach is demonstrated on examples.
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