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Abstract

This study examines audio-visual perception of second-language (L2) speech, with the goal of investigating the extent to which the auditory and visual input modalities are integrated in processing unfamiliar L2 speech. Native (Canadian English) and nonnative (Mandarin) perceivers responses were collected for a set of fricative-initial syllables presented with a quiet and a cafe-noise background, and presented in four ways: congruent audio-visual (AVc), incongruent audio-visual (AVi), audio-only (A) and visual-only (V). Results show that for both native groups, performance was better in the AVc condition than A or V condition; and better in quiet than in cafe-noise background. A comparison of the native and nonnative performance revealed that Mandarin participants showed (1) poorer identification of the L2 interdental fricatives, (2) a greater degree of reliance on visual information, even when auditory information was available, and (3) a higher percentage of McGurk responses with the incongruent AV speech. These findings indicate that although nonnatives were able to use visual information, they failed to adopt the visual cues that are linguistically characteristic of the L2 sounds, suggesting a language-specific AV processing pattern. However, similarities between the two native groups are also indicative of possible perceptual universals involved. Together they point to an integrated network in speech processing across modalities.

Index terms: audio-visual, speech perception, nonnative.

1. Introduction

Language experience often involves face-to-face interaction with simultaneous perception of a speaker’s voice and facial movements. Previous research has shown that for native (L1) perceivers, speech perception is enhanced when visual information is available [1,2]. This enhancement is especially effective when auditory distinctiveness decreases, such as in a noisy environment [3].

Extension of this research to nonnative perceivers (L2) has shown that L1 experience affects visual perception of L2 speech. Although nonnatives are influenced by visual information when perceiving L2 sounds [4-6], they may also be impeded in correct use of L2 visual cues [7-11], presumably because they have lost sensitivity to visual cues non-existent in their L1 [10,11]. Sensitivity to visual information in L2 speech can nevertheless be enhanced through audio-visual (AV) training, and to some degree, with auditory-only (A) training [11,12]. Related research also shows that nonnative listeners are more affected by noise than native listeners [6]. These findings suggest that an L2 perceiver’s use of AV information may be less stable than that of a native perceivers.

This study explores the extent to which nonnative speakers make use of visual information in L2 speech perception in a quiet and a natural noisy environment.

While many studies focus on stops, nasals [e.g., 6,13], or liquids [10,12], the current study chose to test fricatives [1]. English and Mandarin perceivers are included for their difference in L1 phonetic inventories, where English contains sounds and corresponding visual cues that are non-existent in Mandarin (i.e. interdental fricatives, /θ, δ, e.g., the initial sounds in “thin” or “this”).

The effects of environment were examined by comparing quiet and natural cafe-noise backgrounds. Given the acoustic nature of fricatives and their similarity to noise, L2 listeners may be especially affected by the background condition.

Previous research has tested nonnative perception of A,V, and AV congruent conditions [9,10], or mismatched A and V components [14]. The current study extends this research by including all the congruent and incongruent AV modalities (A, V, AVc, and AVi). To tease apart the influence of A and V information in a single stimulus, this study makes use of the classic illusion known as the McGurk Effect [15], by using responses to an incongruent AV stimulus to determine the contribution of each component modality.

Of particular interest was how the Mandarin group would respond in an incongruent AV condition where the A and V components occur in their native Mandarin and nonnative English, and whether the AV fusion would correspond to a percept available in English but not in their native Mandarin. In this case, to what extent does the native Mandarin group remain anchored to the A and/or V components, versus perceive the non-native AV-fused intermediate English percept? In addition, compared to the English natives, are the Mandarin group’s results affected differently by the presence of cafe-noise?

2. Method

2.1. Materials

Stimuli were developed based on possible English CV syllables having a fricative onset followed by a vowel [e.g., 1,15]. Fricatives differed in voicing (voiceless, voiced) and place of articulation, (labiodental, interdental, alveolar): /f, θ, s, v, δ, z/. Neither the interdental fricatives nor the voiced fricatives occur in Mandarin. The vowel was /a/, /i/ or /u/, all occur in Mandarin.
Audio and video recordings were made of an adult male speaker of Canadian English producing six repetitions of the 18 syllables (6 fricatives x 3 vowels) at a normal speaking rate. Recordings were done in the Phonetics Lab at Simon Fraser University (SFU). For each syllable, one best repetition was selected such that all syllables with the same fricative match in duration. These selected audio stimuli were then normalized for RMS intensity (70dB). Visual stimuli were edited such that for each clip, there are 1s neutral face before and 1s after the stimulus. The frame size was 640x480. Cafeteria noise recorded at SFU was added to a copy of all the stimuli, resulting in a quiet and café-noise (S/N=0dB) version for all the syllables.

The audio and video components of the syllables were used to create stimuli which were audio-video congruent (AVc), audio-video incongruent (AVi), audio-only (A) and video-only (V). Sample AVi stimuli are summarized in Table 1. In the AVi stimuli, the fricative place of articulation was either labiodental or alveolar. The fricative voicing and vowel were always the same for the A and V components of a given AVi syllable. This was the same for stimuli with clear and café-noise backgrounds.

This gave 66 stimuli (12 AVi, 18 AVc, 18 A, 18 V) in the clear and in the café-noise background, for a total of 132 stimuli.

Table 1. Sample audio(A) and video (V) components for incongruent AV syllables, and the expected intermediate response (McGurk effect)

<table>
<thead>
<tr>
<th>Input</th>
<th>A - V</th>
<th>Expected percept</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV</td>
<td>fi – si</td>
<td>0i</td>
</tr>
</tbody>
</table>

2.2. Participants

Two groups of young adults (mean age = 23) participated in the study: 15 native Canadian English and 20 native Mandarin. Both groups were balanced for sex. The Mandarin participants were nonnative intermediate-level English users, who had studied English since age 12, and had been in Canada for an average of two years. The participants reported having no known hearing loss and normal or corrected vision. All were living in Vancouver, Canada at the time of the study.

2.3. Procedure

An identification task was carried out where each participant was tested on the full set of stimuli in the clear and café-noise backgrounds. Stimuli were blocked by background (quiet, café-noise) and modality (A, V, AV), with AVi and AVc stimuli in the same block. Each block included two repetitions of each stimulus. Stimuli were randomized within a block. The order of background and modality presentation was counterbalanced across participants.

For each trial a stimulus was presented auditorily over headphones, visually on a computer monitor, or both. Response alternatives were presented on the monitor, where, for a given trial, the alternatives were the 6 syllables which matched in voicing with the stimulus, as well as the option to give an alternative response. The participants’ task was to identify the syllable and respond by pressing a key on the computer keyboard for the corresponding syllable displayed on the monitor. Between trials, a fixation point was displayed in the center of the monitor for 1s. Participants had up to 4s to respond.

3. Results

3.1. Input modality

Mean percent correct responses for the A, V and congruent AV conditions are presented in Figure 1. A 4-way mixed analysis of variance (ANOVA) was carried out with L1 (English, Mandarin) as a between-subjects factor, and background (quiet, café-noise), modality (A, V, AV), place of articulation (labial-dental, interdental, alveolar) and voicing (voiceless, voiced) as repeated measures. The dependent variable was perceivers’ correct identification for place of articulation regardless of voicing. This calculation was used specifically to accommodate the V-only condition, since facial information does not typically contain cues to voicing.

A significant main effect of L1 was found, with the native (English) perceivers’ overall performance being better than that of the non-natives (Mandarin) [F(1,34)=16.1, p<.0001].

A significant main effect of modality (A, V, AV) was also observed [F(2,33)=110.8, p<.0001], together with significant interactions of modality x L1 [F(2,33)=6.3, p<.003], modality x place [F(2,33)=2.9, p<.024], L1 x place [F(2,33)=3.4, p<.037], and modality x L1 x place [F(4,31)=2.9, p<.024]. Post hoc analyses reveal that, compared to the other places of articulation, for the interdental fricatives which are not existent in Mandarin, Mandarin participants did significantly poorer than English participants across all modalities (59% vs. 84% respectively). Moreover, results for the interdental fricatives also show that, whereas English perceivers had lower scores in the V condition (71%) than in A (89%) and AV (93%) conditions, Mandarin perceivers show a progressive increase in the A (50%), V (60%) and AV (67%) conditions, indicating their reliance on visual information for these unfamiliar sounds.

Similarly, for labial-dentals which are only voiceless in Mandarin, mean percent correct was not different in the three modalities for the English perceivers (A: 89%, V: 91%, AV: 93%), whereas for the Mandarin participants, AV input was better perceived (90%) than A (84%) or V (82%), consistently indicating the role of visual cues for unfamiliar sounds. Finally, for the alveolars which are familiar to the Mandarin perceivers, the nonnative perceivers’ performance was not different from that of the native English participants, both having much poorer scores in the V than in A or AV condition, probably due to the alveolars being least visually accessible among the three types of fricatives. That no difference was observed in the alveolar pattern of responses for the A and AV conditions implies that, in an congruent AV condition, the available A-information overrides the available visual information.

A reliable main effect of background [F(1,34)=247.5, p<.0001] was also observed, along with an interaction of background x modality x place x L1 [F(4,31)=10.6, p<.0001]. Post hoc analyses show that, for the English participants, café-noise leads to a lower mean percent correct in the A and AV compared to the quiet condition. Furthermore, whereas the native perception in the V condition was unaffected by noise, the Mandarin participants’ perception of the interdentals showed a lower mean score in noise (47%) than in quiet (60%) condition. The interaction also reveals that the English group perceived the interdentals very poorly in the A noise condition (53%) compared to the quiet condition (89%), possibly because,
acoustically, interdental fricatives have a weakly diffuse noise signal which may be easily masked by the background noise. Interestingly, for the same fricatives, the quiet and noise conditions differ very little in the AV condition (93% vs. 87%). In contrast, for the Mandarin group, the presence of noise did not make a great difference in A and AV conditions.

A 4-way mixed ANOVA was carried out based on each of three dependent variables: percent responses matching the A component, matching the V component, and intermediate to A and V components (expected McGurk effect). Here again the measures included responses for place of articulation regardless of voicing. For each ANOVA the between subject factor was L1 (English, Mandarin), and the repeated measures were background (quiet, café-noise), AV place (A labiodental + V alveolar, A alveolar + V labiodental), and voicing (voiceless, voiced).

Results show that for the incongruent AV stimuli, the Mandarin group had a higher mean percent response (21%) for the intermediate (interdental) fricatives than the English group (11%) \(F(1,34)=9.1, p<.0001\), indicating that they more easily fused the incongruent A and V components of the stimuli (McGurk effect) despite the intermediate fricatives being nonnative. Furthermore, a reliable difference was observed for the main effect of AV-place \(F(1,34)=12.3, p<.001\), and L1 x AV-place interaction \(F(1,34)=8.2, p<.007\). The English group only demonstrated the McGurk effect when the audio component was labial and video component was alveolar (22%) but not the reverse (0%). In contrast, the Mandarin group showed similar effects for both (21% and 20% respectively). A main effect of L1 was also observed for percent responses matching the A component, with the English group (89%) having a higher mean score than the Mandarin group (75%), indicating that the native group was more accurate in following the auditory component \(F(1,34)=22.9, p<.001\).

For the responses matching the V component, no reliable difference was observed between the native and nonnative groups, nor were there any significant interactions.

Comparing the quiet and café-noise conditions, significant differences were observed for both native and nonnative groups. While the mean percent responses matching A was lower in noise than the quiet condition \(F(1,34)=82.4, p<.0001\), the likelihood to give a V or fused response increased in café-noise (V match: \(F(1,34)=22.4, p<.0001\), intermediate \(F(1,34)=43.3, p<.0001\)), showing that visual information is used more in café-noise than in quiet. Finally, voicing had no effect on native or nonnatives responses, in quiet or noise.

4. Discussion and Conclusions

Results show that the native and nonnative groups are both actively using the A component, reflected by the overall better performance in A or AV conditions as compared to the V condition, as well as by the incongruent AV results, where identification of the auditory component in a stimulus overwhelmingly surpassed the visual component. With the overall reliance on auditory information, it is not surprising that both groups are affected by the presence of café-noise. Further, the nonnative group as well as the native group used visual cues when available, but revealed poor performance for the visually presented sounds that are not visually distinct (e.g. alveolars). These results together with previous findings indicate that native and nonnative perception of AV information follows some universal patterns. Indeed, previous research suggests that some aspects of AV speech perception may be neutral across languages, just as primary auditory and visual processing [13].

On the other hand, extensive evidence also points to a language-specific AV processing. Cross-linguistic studies have
shown that native and nonnative speakers weigh the A and V input differently, depending on whether the visual cues are linguistically distinctive in their L1 [8,9]. The current results consistently show that native and nonnative perceivers of AV speech use the A and V components to different degrees. Native perceivers are primarily dependent on the A component, even when visual information is available (i.e. AV congruent stimuli). Nonnative perceivers make use of the available A and V information, and are able to use V information even in the absence of the A component.

Of particular interest are the results of the interdentalis non-existent in Mandarin perceivers’ L1. Their overall poorer performance in perceiving the interdentals across all input modalities compared to the natives indicates that they have not grasped these nonnative sounds. However, they did reveal a progressive increase in identification from the A, to V and AV conditions in both quiet and noisy backgrounds, relative to the native perceivers’ superior A to V responses, suggesting that nonnatives might even surpass the natives in adopting visual information in speech perception. Given the previous finding that perceivers rely more on visual speech information when intelligibility is poor [3], Mandarin perceivers would conceivably resort to the visual information as an additional channel of input in perceiving the difficult nonnative sounds.

This leads to the crucial question as to whether nonnative speakers were simply attending to the visual information, or if they could use these visual cues in a linguistically meaningful manner. Comparing the native and nonnative perceivers’ performance in quiet and noise conditions reveals that whereas native speakers can appropriately adopt visual linguistic cues when necessary, nonnatives cannot, even though they use the visual input to a greater degree. The current results show that native English perceivers typically use auditory cues (as shown by the high score in the A-quiet condition, and low in the V-quiet condition), whereas when the signal is masked (shown by the poor score in the A-noise condition), they were able to effectively adopt the visual cues (as shown by the high score in the AV-noise condition). In contrast, although the nonnatives attend more to the V than A input, their performance remained poor in all three (A,V,AV) conditions in both quiet and noise.

Consistent evidence was provided by the incongruent AV data. Similar to the previous results [e.g.,14], Mandarin perceivers had more occurrences of the McGurk effect than the English perceivers, indicating that nonnatives are more vulnerable to this illusion, perhaps due to their unfamiliarity with both the auditory and visual cues to the nonnative sounds.

These results convergently show that nonnatives may intentionally attend to visual information, but are not able make effective use of the correct visual cues which contain linguistically contrastive information. That nonnatives behave differently than natives may lend support to the language-specific AV processing view, suggesting that visual speech cues may be learned just as the acquisition of auditory speech.

Indeed, the acquisition of nonnative visual cues (termed “visemes”) has been assumed to be analogous to that of auditory L2 sound learning [8-11]. In particular, L2 visemes may be classified as “identical”, “similar”, or “new”, depending on whether they have gestural counterparts in the L1, just as proposed in L2 speech learning theories (e.g., Speech Learning Model, [16]; Perceptual Assimilation Model, [17]). Particularly promising is the possibility of bridging the learning patterns across speech input modalities. Moreover, the language-specific as well as universal aspects of AV processing revealed in this and previous research, may also suggest an integrated network in cognitive processing and learning that involves and goes beyond individual modalities and domains.
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